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Abstract

This paper examines the impact of exporting countries’ reputations for product quality

on aggregate trade flows. I introduce a novel data set in which recall incidences retrieved

from the Consumer Product Safety Commission are matched to U.S. import data from

1990-2009. Using a model of learning, I construct a measure of exporter reputation for

which consumers internalize product recalls as bad signals of quality. Structural estima-

tion of the model finds that reputation is important and especially impactful for products

used by children. The market share elasticity of an exporter’s reputation is 2.396 for

toys. Improving reputation can increase export value, but reputational change is sluggish:

increasing reputation by 10% can take decades for most exporters. Counterfactual exer-

cises confirm that quality inspection institutions are welfare improving, and especially for

consumers of toys.
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1 Introduction

Vertical product differentiation plays a critical role in explaining production and consump-

tion patterns in international trade. The most popular quality measure in trade is price-

adjusted sales, which is estimated assuming consumers have perfect information about product

quality. It is often the case, however, that consumers only have access to imperfect product

information. While previous works have theorized how quality uncertainty affects trade and

consumer welfare, their models typically focus on static equilibrium outcomes (e.g. Bond 1984;

Falvey 1989; Chisik 2002), and their empirical investigations are limited to changes after one

event, such as implementing quality standards(e.g. Potoski and Prakash 2009). A dynamic

model allows demand to be path-dependent and to adjust slowly to quality signals, both of

which are important components of decisions concerning investment into product quality. This

paper focuses on the dynamic demand responses to quality signals and evaluates whether the

key premises for dynamic quality investment models (i.e. that seller reputation matters) have

empirical support in international trade.

When consumers are unsure about quality, they rely on their knowledge of the product,

which is referred to as the reputation of sellers in this paper. Capturing reputation empirically

is challenging for two reasons. First, reputation is history-dependent, so it needs to be measured

dynamically. Second, estimation of dynamic models requires a data set containing events

that repeatedly impact or signal product quality as well as the market responses to such

events. This paper proposes a measure of reputation for exporting countries constructed by

exploiting the cross-country, cross-time variation in product recalls. By quantifying the value

of reputation, I evaluate exporter’s incentives to improve product quality. I also conduct

counterfactual exercises to quantify consumers’ welfare gains from having an effective quality

inspection institution.

This paper introduces a novel data set that merges product recalls with import flows to

reveal how the market responds to informative signals. I scrape recall notifications posted

by the Consumer Product Safety Commission (henceforth CPSC) from 1973 to 2015, and

use recall date, product descriptions, and country of origin to match the recall incidences to

U.S. monthly import data from April 1990 to December 2009.1 A prominent data pattern

revealed in this data set, as illustrated by figure 7.1, is that larger exporters tend to face more

recalls. However, if we examine the trade patterns of each exporting country, we see that

an exporter’s market share declines immediately after a major recall event hits.2 An intuitive

1The Commission provides public access to their recall database through a Recalls Application Program

Interface (API).
2See figure 7.2 for an example using Hong Kong export of toys.
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explanation for this observation is that the volume of trade matters: conditional on the fraction

of unsafe products, countries selling more units are more likely to face recalls, so even if recalls

have negative impacts on sales, the effect is obscured by sales volume in a micro-econometric

analysis. This paper disentangles the impact of recalls from the sales volume and provides a

quantitative method to evaluate the impact of bad signals.

In this model, product quality is binary: a product is either safe or unsafe.3 Each exporting

country-product pair represents a variety, and each variety has a different fraction of safe

products. Consumers do not know the fraction of safe products for any given variety, and

unsafe products look identical to safe products before purchase. However, consumers can use

observed recalls to learn about the fraction of unsafe products and form an expectation for

each variety’s latent quality. Following Board and Meyer-ter Vehn (2013), the expectation of

quality formed in each period is the reputation for that variety at that time, and it enters

aggregate demand as a product characteristic.

The model is estimated by exploiting the market share responses to recalls as well as the

mean and variance of recall events. The parameters that shape the consumer learning process

are identified with a convergence property of Bayesian learning. The learning parameters are

estimated such that the mean and variance of recalls predicted by the learning outcomes in the

final period match the moments from the observed recalls. Reputation is constructed with the

learning parameters, quantity of imports, and recalls. The taste for reputation is estimated

such that the predicted market shares match the observed market shares as closely as possible.

All parameters are estimated simultaneously using generalized method of moments, and as a

mathematics program with equilibrium constraints (MPEC).

Using the estimated reputation and preferences, I perform counterfactual exercises con-

cerning both exporters and consumers. For exporters, I calculate the impact of recall events

on market share and trade value. My estimates suggest that while consumers do not factor

reputation into decision making for most products, they weight the reputation for children’s

toys quite heavily. On average, a 10% improvement in reputation can increase market share

by 23.96% for an exporter of toys. However, reputational change is sluggish, especially for

small exporters who used to be large exporters. Even for an average large exporter, it takes

over 57 years of recall-free presence in the United States to improve its reputation by 10%.4

3The term “quality” in this paper is different from the quality commonly used in empirical trade. In empirical

trade, quality is measured with unit values or demand residuals ( Schott (2004); Hummels and Klenow (2005);

Khandelwal (2010)), the term captures an array of product characteristics that are observed by consumers,

but not by the econometrician. In this paper, the binary quality is one of the many product characteristics

consumers may care about, but it is different from “quality” in empirical trade in the sense that it is unobserved

before purchase even for consumers.
4Here, large is defined as in the upper quartile of export quantity.
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For consumers, I examine the value of having a quality inspection institution by simulating

a scenario in which the probability of a bad product being recalled is reduced from 90% to

60%. Total welfare losses average 5.98 billion dollars per quarter for consumers of toys. These

results suggest that for the importing country, a product quality inspection institution like the

CPSC can improve consumer welfare.

This paper is related to the trade literature involving quality uncertainty. The theoreti-

cal component uses a learning approach, which adds to two popular methods to model quality

uncertainty of imported goods: adverse selection (Bond 1984; Donnenfeld et al. 1985; Donnen-

feld 1986a; Donnenfeld and Mayer 1987) and reputation premium (Falvey 1989). I introduce a

dynamic framework featuring quality uncertainty into the international context, which is closer

to the recent models of reputation and uncertain product quality developed in the industrial

organization literature. The learning model also allows me to evaluate the welfare impact of

information disclosure, which complements both long-standing theoretical and recent empirical

investigations on this topic (Creane 1998; Creane and Miyagiwa 2008; Jovanovic 2021).

This paper contributes to the relatively small empirical literature of quality uncertainty

in trade, which primarily examines the effects of national and international quality standards

(Swann et al. 1996; Potoski and Prakash 2009). Compared to quality standards, recalls provide

more frequent changes we can use to infer reputation. Relative to the customer ratings from

online platforms used in empirical industrial organization (for example, Mayzlin et al. 2014),

this data set contains a wider set of products and more information about exporting countries.5

The empirical analysis also contributes to studies using product recalls. Freedman et al.

(2012) used toys recalls from the CPSC to run a difference-in-difference regression, estimating

the spillover effect in volume of sales to the producer and the industry. Grundke and Moser

(2019) examines whether the FDA uses import refusals strategically during recessions under

the pressure of protectionism. Basker and Kamal (2020) linked CPSC recall data with firm

trade transactions, and found that firms turn to other suppliers when their trade partner is

under recall. Jovanovic (2021) used automobile recalls and stock prices to estimate the value

of firm reputation, and he concludes that reputation is worth around 8% of the firm’s value.

Jovanovic (2021) and this paper both attempt to empirically understand the value of reputation

taking advantage of the external shock brought by recalls, but the model in Jovanovic (2021)

focuses on firms’ efforts, while my model focuses more on buyers’ reaction. Buyers in Jovanovic

(2021) are indifferent to sellers since they are fully insured against any loss from defect, while

consumers’ preferences towards exporters are center to my empirical analysis.

The model builds on a rich literature studying sellers’ reputation when product quality

5See Donnenfeld (1986b); Falvey and Kierzkowski (1984) for additional empirical works on quality standards.

Chen and Wu (2020) uses online reviews as a proxy for reputation of foreign individual sellers.
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cannot be perfectly observed (See Bar-Isaac et al. (2008) for a detailed survey). It fits into the

branch of the literature where sellers have information that is hidden from consumers, and it

is most similar to that in Bar-Isaac (2003), sharing the feature of learners updating their belief

under Bayes’ rule. It borrows the definition of reputation from Board and Meyer-ter Vehn

(2013) as they explicitly model signals in a manner close to how product recalls happen. This

paper focuses on consumer responses instead of firms’ investment in product quality. Another

important difference is how information is distributed: I abstract away from the concept of

“experimentation” discussed in Rothschild (1974) and Bolton and Harris (1999), which features

consumers who strategically make purchase decisions in order to obtain more information. In

my context, signals are sent out by a quality inspection institution. The empirical literature on

sellers’ reputation almost exclusively uses data from electronic market places, with Jovanovic

(2021) being an exception. My results are consistent with their findings in that sellers can

be rewarded for having a good reputation (e.g. Eaton 2005), although this is not the case for

all products.6 Most empirical works cover one specific good or service (e.g. iPod in Saeedi

(2019)), but my study covers many products and studies the impact on exporters instead of

individual sellers.

This paper also contributes to the growing research applying learning models in trade,

which mostly concerns how firms learn about foreign markets before entry (Eaton et al. 2009;

Albornoz et al. 2012; Holloway 2017) and how firms building a relationship with foreign sup-

pliers (Rauch and Watson 2003). Two learning models are popular among trade economists,

learning with experimentation featuring firms that start with small transactions before expan-

sion (Albornoz et al. 2012; Rauch and Watson 2003) and Bayesian learning characterizing

how firms obtain information about foreign markets (Eaton et al. 2009; Holloway 2017). This

paper follows the tradition of Eaton et al. (2009) and Holloway (2017), but focuses on the

consumers’ perception.

The rest of the paper is organized as follows. In the next section I introduce a partial

equilibrium model that captures how consumers update their perception of an exporter’s rep-

utation in a market using observations of product recalls each period. Section 3 explains the

empirical strategy for estimating this model. Section 4 describes the novel data set, and 5 and

6 report the results. Section 7 concludes.

6Other papers that have similar conclusions include Livingston (2005); Houser and Wooders (2006); Mayzlin

et al. (2014); Chen and Wu (2020); Saeedi (2019); Jovanovic (2021)
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2 A Learning Model for Exporters’ Reputations

In this model, I introduce the definition of reputation, how reputation evolves over time,

and how the market responds to it, focusing on the consumers’ decisions. I assume that

firms within an exporting country face perfect competition, and supply inelastically in each

period. Consumers make purchase decisions based on prices and the current reputation for

each exporting country. After purchasing the product, they observe the quantity sold, recalls,

and update the reputation at the end of the period with past reputation and the new signals

they observe.

2.1 Consumers’ Problem

There is a continuum of consumers indexed by i. In each period t, every consumer consumes

one unit of a differentiated product, s, and yi,t units of a homogeneous product. Consumers

do not observe the true quality of the differentiated product, but they observe the country-of-

origin, j. The differentiated product is either safe or unsafe, characterized by the unobserved

quality z that takes value 1 if it is safe, and 0 otherwise. Consumers cannot distinguish between

safe and unsafe products before purchase, but they observe the outcome after purchase which

factors into their realized utility. I assume a utility function similar to that of Petrin (2002).

The utility after purchase and quality revelation is written as

uijs,t = αs0 log(yi,t) + αsxzjs,t + ηjs + ψs,t + ξjs,t + εijs,t.

ηjs is the time-invariant preference common across all consumers for a product from a coun-

try, which captures time-invariant unobserved characteristics. ψst captures the time specific

demand for product s, for example, higher demand for toys in the last quarter of the year.

ξjs,t represents unobserved demand shocks that vary across time, country, and product, but

affect all consumers in the same manner, such as retail channels and unobserved variety char-

acteristics. εijs,t is the idiosyncratic preference shock that follows an i.i.d. Extreme Value

distribution.

In each period, consumers maximize their expected utility by choosing one exporting coun-

try to buy one unit of the differentiated product from. Let Ht denote the information set

available to consumers when making a purchase decision. The expected quality of product s

from country j is denoted as

xjs,t = E[zjs|Ht].

We will discuss what is in the information set Ht and the functional form of the expectation in

the next section. Using the law of iterated expectations, we can write consumer’s maximization
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problem as:

max
j∈Js

E[uijs,t] = E [E[uijs,t|Ht]]

= αs0 log(yi,t) + αsxxjs,t + ηjs + ψst + ξjs,t + εijs,t

subject to yi,t + pjs,t ≤ It,

(1)

where It is the budget constraint that can be interpreted as income, pjs,t is the price for one

unit of the differentiated product s from country j ∈ Js, and Js is the set of exporters who sell

product s to the United States. The price of the homogenous product is normalized to 1. The

consumer’s optimization problem is a standard discrete choice problem as in Petrin (2002),

where the expected quality of the differentiated product enters the consumer’s decision as a

product characteristic. Following Board and Meyer-ter Vehn (2013), I refer to the expected

quality xjs,t as the reputation for product s from country j at period t, and I will henceforth

call it “reputation”.7 In the next section, I will derive the law of motion for reputation.

2.2 Reputation Updating

This section begins with a sketch of the probability problem a consumer faces when she

infers the expected quality of the product using history of sales, recalls, and country-of-origin.

I then derive the reputation updating process from the consumer’s rational expectation, and

show that reputation can approach the true average quality for each exporting country given

sufficient periods of learning.

2.2.1 Deriving the updating process

Consumers do not observe the quality of differentiated products, but they can observe the

country-of-origin label. I assume that the fraction of safe product s from an exporting country

j is θjs, which consumers do not know fully, but it can be learned about through signals. In

particular, consumers’ beliefs follow a distribution on support [0,1], and signals change that

distribution over time. The true fraction is assumed to be constant over the periods of learning.

If the product is unsafe, then there is a probability µs that it will be recalled. That probability

is product-specific, but common across time and across exporting countries. Figure 1 illustrates

the above-described process.

7Note that the definition of reputation is similar to that of the “perfect bad signal” scenario in Board and

Meyer-ter Vehn (2013), but the model is different in two ways. First, this model is in discrete time while Board

and Meyer-ter Vehn (2013) sets their model in continuous time. More importantly, Board and Meyer-ter Vehn

(2013) concerns the firm’s investment in efforts and their model includes a productivity shock, but this model

abstracts away from the firm’s strategy or productivity.
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Figure 1: Probability of recall before revelation of quality
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I assume that safe products will never result in a recall, which should not be far from reality.

Most recalls are triggered after one or more hazardous events are reported by consumers

or retailers. The CPSC then investigates these reports and if the Commission decides that

there is a “substantial product hazard”, it will issue a recall. If a retailer or manufacturer

voluntarily recalls the product—usually after a consumer complaint—the recall notice will be

issued faster.8 In both cases, recalls are mostly complaint-driven, so it is reasonable to assume

that recalls are only issued for problematic products.

Although consumers do not know the value of θjs, they form an expectation of its value

based on informative signals. Their information set for product s from exporter j at period

t is Hjst, which contains the history of recalls {rjs,τ}t−1
τ=1, quantity {qjs,τ}t−1

τ=1, and reputation

{xjs,τ}t−1
τ=1 at period t. When the realized quality is 0 or 1, the reputation coincides with the

expected fraction of true products:9

xjs,t = E[zjs|Ht] = E [θjs|Hjst] .

Consumers’ expectations form a vector of reputations {xjs,t}j∈Js for different exporters j.

Information set Ht contains all information sets for any country-product pair Hjst, but the

information necessary to update one country’s reputation is only its own history.

Figure 2 illustrates the timing of events in the first two periods, and other periods follow

the same pattern. Before they make the purchase decision in period t, consumers learn about

the probability of getting a safe product if they buy from country j by Bayesian updating their

probability assessment using the signals of recalls they receive in the last period. Purchasing

from country j is analogous to making a random draw from a pool of size qjs,t. Given that the

true and unobserved fraction of safe products is θjs for a country j, consumers purchased a

8Consumers, government agencies and medical practitioners can voluntarily file reports of product hazards

to the CPSC, while manufacturers, importers, distributors, and retailers have a legal obligation to report the

products to the CPSC once they learned the product defects and hazards.
9More generally, when the realized quality is a when the product is unsafe and b when the product is safe

(b > a), expected quality is a linear transformation of the conditional expectation of θjs: xjs,t = E[zjs|Ht] =

a+ (b− a)E [θjs|Hjst] . The motion of reputation is a straightforward extension of the current form.
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Figure 2: Timing of the consumer reputation update process across periods
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total of qjs,t(1− θjs) units of unsafe products. For each unit of the unsafe product purchased,

there is a probability µ that the CPSC will issue a recall. This can be due to consumers being

unaware of the product defect or the CPSC’s investigation failing to confirm the product’s

defect after the initial report.

In the derivation following, I suppress product and country indices since the same process

applies to all product-country pairs. The signals are sent through standard Bernoulli trials,

and, following Bayes’ rule, the likelihood function for a data realization is:

ρ(r|θ) = L(θ) ∝ [(1− θ)µ]r[1− (1− θ)µ]q−r = γr(1− γ)q−r

where γ ≡ (1− θ)µ is the unconditional probability of sending a recall signals for each draw.

If we assume that the prior distribution of γ is a Beta distribution, the reputation updating

process follows the equations in Proposition 1. The Beta distribution is a conjugate prior

distribution for the Bernoulli likelihood function: it means that before and after the update,

the distributions of γ are both Beta distributions. This is algebraically convenient for us to

compute an expectation before and after learning in a period. 10

Proposition 1. When we choose a Beta distribution B(β0, δ0) as the prior distribution for

γ ≡ (1− θ)µ, the reputation update from period t to t+ 1 follows:
x1 = 1− β0

µ(β0 + δ0)

xt+1 =
βt + δt

βt + δt + qt
xt +

qt
βt + δt + qt

(
1− rt

µqt

)
(2a)

(2b)

10In appendix B.2 I include a discussion of using truncated Beta distribution as a prior, for readers who are

concerned about the upper limit of the distribution of γ. Appendix B.2 discusses the case when γ ∈ [0, µ]. I

show that if β and δ are large enough, the reputation updating procedure can be closely approximated by the

one shown using standard Beta as a prior.
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with β0 and δ0 as the initial parameter values for the Beta distribution, βt = β0 +
∑t−1

τ=1 rτ and

δt = δ0 +
∑t−1

τ=1 qτ −
∑t−1

τ=1 rτ .

The intuition for β0 is the cumulative units of goods ever recalled from a variety before

the first period the data set allows econometricians to observe. Similarly, δ0 is the cumulative

units of un-recalled products sold into the United States before the first observation. β0 and

δ0 absorb the history before the starting period in estimation. βt is the total cumulative units

of recalled products up to period t, and δt is the total cumulative units of safe products sold

up to t. The summation of δt and βt is the total cumulative units of goods sold before period

t.

Equation 2b is in the form of a weighted average of current reputation xt and new infor-

mation 1 − rt
µqt

. The first term in equation 2b contains a coefficient of xt that captures the

persistence of reputation. The coefficient can be re-written in the form:

βt + δt
βt + δt + qt

=
β0 + δ0 +

∑t−1
τ=1 qτ

β0 + δ0 +
∑t

τ=1 qτ
.

The denominator of coefficient is the cumulative units of goods sold at the end of period t, and

numerator is the cumulative units sold before period t, so intuitively, the coefficient captures

the “weight of history”. When β0 and δ0 are small relative to the total quantity sold in past

periods, the coefficient is dominated by the fraction of the summation of the units sold up to

period t−1 over the units sold up to period t. This weight is between 0 and 1, and it increases

over time, so it is a term that captures the convergence of reputation.

The second term in equation 2b captures the new information in period t. The coefficient

is the fraction of quantity sold in period t in the cumulative units of goods sold at the end

of period t, which is intuitively the “weight of new information”. The term

(
1− rt

µqt

)
is the

expected fraction of safe products in the market in period t.

Equation 2a represents the initial condition.
β0

β0 + δ0
is the fraction of the cumulative sum

of recalled products relative to the sum of all units sold before the first observation. Adjusted

by the efficiency of the recall
1

µ
,

β0

µ(β0 + δ0)
is the expected fraction of unsafe products in the

first period.

β0 and δ0 must be positive numbers, as implied by intuition, and they are likely in a

magnitude comparable to (or larger than) the volume of trade flows observed. The probability

of recall (given that a unit of product is bad) is given by parameter µ, and µ ∈ (0, 1]. µ cannot

be zero; otherwise, equation 2a and 2b are not well-defined. Intuitively, the effectiveness of

inspection cannot be so bad that recall never happens. Quantity qt is a positive number that

does not go to infinity, and the units of recall rt are nonnegative and bounded above by qt in

each period. The range of parameters in proposition 1 imposes almost no other restrictions
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beyond those implied by economic intuition, but they are necessary for the asymptotic property

presented in the next section.

2.2.2 Asymptotic property of reputation learning

Bayesian learning is a type of perfectly rational learning. With some restrictions, the

expectation converges asymptotically to the true value agents learn about. I will refer to this

asymptotic property as “effective learning” henceforth. I will return to this property in the

estimation section, as it is useful for identification.

I assume that, conditional on the history Hjst, the fraction of safe products θjs and prob-

ability of recall for unsafe products µs, the expectation of import in period t + 1 is product-

country-specific, but time-invariant. That is, consumers do not learn about the size of market

from history. This assumption and the assumption on bounds of parameters are formalized in

Appendix B.6 as assumption 1 and 2. Together, they provide sufficient conditions for asymp-

totic effective learning.

Theorem 1. Given assumptions 1 and 2, learning is effective asymptotically. That is, the

expectation converges to the truth when T is large:

xjs,T → θjs, as T →∞

Proof. See Appendix B.6.11

In each period t, every consumer forms their expectation for product quality from the

observed signals rjs,t and market size qjs,t, and then from the menu of reputation and price

they make their purchase decision. By aggregating individual purchase decisions, we can

compute the countries’ market shares using a discrete choice model.

2.3 Equilibrium

Following standard logistic demand assumptions and let the budget constraints hold with

equality, the market share of country j in a particular product market s in time t is:

sjs,t =

∫
εijs,t|uijs,t>uij′s,t∀j′ 6=j}

dFε(ε)

=
(It − pjs,t)α

s
0exp(αsxxjs,t + ηjs + ψst + ξjs,t)

1 +
∑Js

j′=1(It − pj′s,t)α
s
0exp(αsxxj′s,t + ηjs + ψst + ξjs,t)

(3)

subject to constraint:

It ≥ pjs,t
11This proof is only slightly different from a standard proof of convergence in Bayesian learning.
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In equilibrium, the goods market clears. In each period, the United States imports as many

units of products from each exporter as demanded by the domestic market. The United States

is treated as a supplier as well, and the utility of purchasing from the U.S. is normalized to

1. Since firms are perfectly competitive within an exporting nation, price is determined by

country-specific costs and treated as given in this framework.

Formally, the equilibrium definition is:

Definition 1 (Equilibrium with Learning). An equilibrium in this model is defined as a

J×S×T-by-3 matrix of price, reputation and import flows [pjs,t, xjs,t, qjs,t] with a Bayesian

learning motion such that:

1. Import Market Clears:

Sjs,t = sjs,t(pjs,t, xjs,t, ξjs,t;α
s, µs, βs0, δ

s
0)

2. The Bayesian learning motion satisfies:

xjs,t+1 =
βjs,t + δjs,t

βjs,t + δjs,t + qjs,t
xjs,t +

qjs,t
βjs,t + δjs,t + qjs,t

(
1− rjs,t

µsjs,t

)

where βjst = βs0 +
∑t−1

τ=1 rjs,τ and δjst = δs0 +
∑t−1

τ=1 qjs,τ −
∑t−1

τ=1 rjs,τ ; and βs0 and δs0 as

the initial parameter values.

3 Empirical Strategy

In the equilibrium with learning, I can observe income It, price pjs,t, total units of sale qjs,t,

quantity of risky products rjs,t, and market share Sjs,t from data. For each product s, µs, βs0,

δs0, and the vector of demand function coefficients αs are parameters that need to be estimated.

Price, quantity, the number of recalls, and market share vary across time and varieties, while

income varies over time only. Parameters vary across products, but are constant over time and

across exporters.

The baseline estimation is done product by product. A product is a commodity classified

under a six-digits harmonized system code in the import data. Within each product s, the set of

learning parameters (µs, βs0, δ
s
0) enters the model non-linearly, and given estimated reputation

{xjs,t}j∈Js,t∈1,2...T , the vector of demand parameters αs enters linearly.

There are three main challenges to estimation. First, although the demand equation can

be linearized, the system of equations is still non-linear because of the Bayesian learning

motion. In addition, the reputation measure xjs,t is constructed, so to make sure its value

aligns with data, I use a property of Bayesian learning and introduce an additional objective
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function in estimation. Multiple objective function optimization problem (henceforth MOOP)

is common in engineering, but less so in economics, so I borrow a classic method in engineering

to transform this problem into a single objective function problem. Finally, price is endogenous

in the demand equation, and I use unit shipping cost as an instrumental variable.

The empirical strategy has two parts, though they are estimated simultaneously. These

parts correspond to the main challenges in identification. In the first part, I use history

of import quantity and recall units to back out the parameters that determine reputation

dynamics, exploiting the asymptotic property in theorem 1. This condition implies that after

enough periods of learning, the reputations for each country approach the true unobserved

fraction of good products.

3.1 Estimating Bayesian Updating Parameters from Recalls and Quantities

Separately identifying the preference for reputation, αx, and learning parameters µ, β0, δ0

requires us to take advantage of a property of learning, because reputation xjs,t is constructed.

Intuitively, I use the fraction of unsafe products implied by the learning model to predict

the mean and variance of recalls, and match the moments to those observed in recall data.

Theorem 1 shows that, given enough periods of learning, reputation converges to the true

expected quality. I take the vector of reputation in the last period xjs,T and use it as a

proxy for the unobserved fraction of good products θjs. To ensure that consumers actually

learn sufficiently, I only include exporters who have been in the U.S. market for more than 10

quarters. Using J ′s to denote the set of exporters of product s that we have observed for more

than 10 periods, we can formulate this criteria as the following likelihood estimation. Given

the units of import from each country in each period qjs,t, the number of unsafe products in

the market in period t is:

Ls,t(µ
s, βs0, δ

s
0) =

∑
j∈J ′s

qjs,t × xjs,T (µs;βs0, δ
s
0)

I observe the total number of recalled products in each period Rs,t =
∑

j∈J ′s rjs,t. For each

unsafe product in the market, the probability of being recalled is µs. Rs,t is the realization in

period t of Ls,t independent Bernoulli trials with “success” probability µs and follows binomial

distribution. Given that Ls,t is large, we can use a normal distribution N (µsLs,t, µ
s(1−µs)Ls,t)

to approximate the binomial distribution, and the log-likelihood function is:

L(Rst|θ̂(µs;βs0, δs0), Qs,t) =

T∑
t=1

logφ(Rst|θ̂(µs), Qs,t) (4)
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where φ(Rst|θ̂(µs), Qs,t) is the normal probability density function with mean µLt and variance

µ(1−µ)Lt.
12 Given learning parameters, reputation can be constructed without price or market

share data.

3.2 Demand Estimation

For each set of value (µs, βs0, δ
s
0), reputation can be computed as a given product’s char-

acteristics. The rest of the parameters—the preference parameters (αs0, α
s
x) constants and

fixed effects—are estimated from a standard discrete-choice demand system. I follow Khandel-

wal (2010) and treat purchasing from the United States as the outside option in the discrete

choice. In cases without income heterogeneity, the demand equation can be linearized (see

Berry (1994)). The log-linearization of market share equation 3 is:

ln(ssj,t)− ln(ss,US,t) = cs + αsxxjs,t + αs0 ln(It − pjs,t) + ηjs + ψst + ξjs,t

It is the average household expenditure on consumption goods per quarter over all observed

periods. The coefficient αs0 is the own price elasticity of the good s. The term ln(It − pjs,t),
given price is involved, is correlated with the unobserved product characteristics. I use unit

shipping cost as the price instruments following the argument in Khandelwal (2010).13

The definition of market share as a fraction of trade values instead of quantity implies that

a small modification of the linearized equation is necessary.14 The regression equation in the

case of homogeneous income is:

ln(Sjs,t)− ln(SUS,s,t)− ln(pjs,t) = cs + αsxxjs,t + αs0 ln(It − pjs,t) + ηjs + ψst + εjs,t (5)

Denote yjs,t ≡ ln(Sjs,t)− ln(SUS,s,t)− ln(pjs,t), and henceforth I will use y = {yjs,t}s,t to refer

the dependent variable constructed from market shares.

By keeping parameters invariant across time and exporters, the framework assumes that

consumers only “discriminate rationally”. Namely, they differentiate exporters’ products based

only on the products’ current reputations and the signals received in this period. The coeffi-

cient αsx governs the utility differentiation between a high quality and a low quality product s.

The larger αsx is, the more consumers value a high quality product over a low one—in other

12The approximation greatly improves computation efficiency. Computing the likelihood of this binomial

distribution is impossibly inefficient since the power exponent is too large.
13Khandelwal provided an explanation for the validity of these instruments, see Khandelwal (2010) for details.

I have also tried exchange rates and oil price times distance between importer and exporter as instruments, but

the first stage test shows that they are not as ideal.
14Trade value is a more consistent measure of market share than quantity in trade data, because custom data

report quantity both in weight and units.

14



words, consumers care about the quality of that product. As discussed in the introduction,

in this empirical exercise, “quality” only concerns the safety of the product. For example, if

αx is higher in “toys and sports equipment” than “apparels,” then we would conclude that

consumers care more about safety of toys than clothes. Surely consumers want safe products

in both categories, but the harm done to consumers by a toy with lead paint can be more

severe than a battery that can overheat. µ is the probability of a recall if the product is of

low quality. The arrival rate is determined by product characteristics and how consumers use

them. When µ is high, we will consistently see frequent recalls for low reputation countries.

When µ is low, fewer products are recalled per period and the variation relative to the mean

of recall level is higher.

The residual of regression 5 forms the orthogonality condition necessary for GMM estima-

tion:

E[ξjs,t|h(xjs,t, zjs,t)] = 0

where h is a function of the observed exogenous variables and the instrument.15 {zjs,t}j∈Js,t∈T
is a vector of exogenous variables and instruments.16

15In the Nested Fix Point approach (Berry 1994), the unobserved characteristic ξt is calculated by inverting

the market share equation 3 . The MPEC approach does not require such an inverse and can thus be faster.

The moment condition for the GMM estimator is:

g(α̂) =
1

T ×K

T∑
t=1

K∑
k=1

ξ̂k,t · h(zk,t, xk,t)

=
1

T ×K

T∑
t=1

K∑
k=1

Z′ξ̂k,t

=
1

T ×K

T∑
t=1

K∑
k=1

Z′(yk,t −Xk,tα̂)

16In the main estimation, I provided the constraint Jacobian and Hessian matrix to improve computation

speed. I have also tried using h(.) as a second order polynomial following Dubé, Fox and Su without providing

the Jacobian. The estimation results are similar to that using only simple instruments.

Newey (1990)discusses finding asymptotically efficient instruments for nonlinear models using nonparamet-

ric method. He introduced two methods: k-nearest neighborhood and series approximation–which is the

polynomial-based instruments. Series approximation is easier to implement in this case because I need to

provide constraint Jacobian to speed up computation; and to derive the constraint Jacobian I need the optimal

set of instruments to be differentiable. In fact, this set of instruments performs reasonably well in an efficiency

comparison. Reynaert and Verboven (2014) ran a simulation estimating a random coefficient model and found

that the set of instruments used in Dubé, Fox and Su outperforms pseudo Monte Carlo integration.
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3.3 Estimating the Model as One MPEC Problem

The model is estimated as a mathematical program with equilibrium constraints (hence-

forth, “MPEC”) problem. This is a technique widely used in engineering and recently adopted

in industrial organization to solve optimization problems with many nonlinear constraints.17

Dubé, Fox and Su have shown that MPEC has a significant speed advantage for the estima-

tion of large-dimensional problems with many markets (Dubé et al. 2012) and also improves

convergence compared to the nested-fixed point algorithm. By setting the Bayesian learning

procedures as dynamic constraints, the model can be estimated simultaneously as a MPEC

problem.

This problem is also a Multiple-Objective Optimization Problem as we have both the

GMM objective function and the maximum likelihood function introduced in section 3.1. The

MLE adds a layer of complication to the econometrician’s problem, but is necessary to pin

down the structural parameter µ, β0, δ0. I used the epsilon-constraint method for MOOP first

introduced by Haimes (1971) to re-write the MLE objective function as an inequality constraint.

The epsilon-constraint method keeps one of the objective functions and rewrites the rest into

constraints by restricting them within an econometrician-specified range from their optimal

values. Before the estimation, the econometrician must run the optimization problem as a

single-objective function problem to obtained the objective values for each objective function,

which is the “optimal value” mentioned above. Intuitively, there is a trade-off in optimization

when there are multiple objective functions. The epsilon-method prioritizes one objective

function as long as the secondary objectives are “good enough.”18 The inequality constraint

introduced by this method is:

|L(Rt|θ̂(µ;β0, δ0), Qt)− L∗| ≤ ε

in which L∗ is the maximized value of the log-likelihood function provided by running the

constrained optimization with log-likelihood function as the objective function. The value of ε

is chosen by the econometrician.19

17See Balistreri and Hillberry (2008); Lashkaripour and Lugovskyy (2018) for examples of applying the

MPEC method in trade.
18Other simple alternatives include using the simple or weighted sum of objective functions. I have tried both

and they give results similar to the epsilon-method. The epsilon-method may allow the econometrician to use

conventional GMM inference, but in this paper I use bootstrap standard errors instead. In this sense, applying

the simple or weighted sum of objective functions may be more straightforward alternatives.
19The main challenge with this method is that the value of ε is chosen artfully by the econometrician. An

ε too small will result in a problem with no feasible solution (as constraint not satisfied), and one too large

renders the likelihood constraint useless. In my estimation, ε is set as 5% of L∗, which means I allow parameters

to deviate 5% from values that maximize log-likelihood, in order to minimize the GMM objective function.
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Note that I can take advantage of the linear form to greatly reduce the computation time

and the number of constraints. Given any guess of (µs, βs0, δ
s
0), we can construct {xjs,t}j∈J∫ ,t∈T

to obtain the matrix of independent variable X̃. The solution α̂ that minimizes the GMM

objective function g′Wg is the standard GMM estimator: α̂gmm = (X̃ ′ZWZ ′X̃)−1X̃ ′ZWZ ′y

where W is the GMM weighting matrix.20 The residual ξ̂ = y−X̃α̂ can thus be specified rather

than solved for as in nonlinear demand system (e.g. in a random coefficient specification). This

advantage reduces the number of constraints by almost half.

The optimization problem, written as a MPEC problem, is the following:

min
β0,δ0,µ,g

g′Wg

subject to:

c1 : xt+1 =
βt + δt

βt + δt + qt
xt +

qtµ− rt
µ(βt + δt + qt)

c2 : Z ′ξ̂ = g

c3 : |L(Rt|θ̂(µ;β0, δ0), Qt)− L∗| ≤ ε

c4 :
β0

β0 + δ0
≤ µ

Constraint c1 describes the motion of reputation; c2 is the moment condition, c3 specifies

the likelihood function necessary to pin down µ, and c4 guarantees that the initial reputation

guess does not go beyond [0,1].

In section 3.1, I mentioned that in the construction of c3, exporters who have been in the

U.S. market for fewer than 10 quarters are dropped. They are still included in the MPEC

problem, entering in c1, c2 and the objective function. This means I still investigate how

consumers respond to reputation of exporters who they don’t learn much about. Countries that

trade with the U.S. only temporarily are excluded from a constraint about learning parameters

because they reveal little how consumers learn. If an exporter is not in the market (“no

learning”), then the reputation stays unchanged.

Given that we are solving a constrained optimization problem, where learning parameters

β0, δ0, and µ are identified with the help of constraint c3, the conventional GMM inference is

no longer suitable.21 I use bootstrap method instead to calculate standard errors. Since this

20I used the identity matrix as the weighting matrix in the estimation. There are, of course, more efficient

weighting matrices, but since I use bootstrap standard errors, asymptotic efficiency of the GMM estimator is

not a main concern here.
21This is an issue specific to my empirical approach. Dubé et al. (2012) uses MPEC to estimate a standard

random coefficient model, and they can calculate the GMM Variance-Covariance matrix in a standard way.

Constrain c3 and the fact that distribution parameters are primarily identified with MLE make standard GMM

inference unreliable in this paper.
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paper uses a panel model and observations within a country overtime are correlated, I use block

bootstrap, where I draw countries with replacement instead of country-quarter pairs.22 I then

use the set of countries and their observations overtime to construct one bootstrap sample.

The bootstrap sample size for each product is 1000.

3.4 Mapping from Variables to Data

Treating the United States as a representative consumer, we can map the variables to

data on an aggregate level. It maps onto the quarterly average household expenditure on the

relevant consumption products. Within each HS6 category, price pjs,t maps onto the unit value

of the variety (a HS6-exporter pair) in that year; quantity qjs,t the number of units, and rjs,t

a measure of products recalled described below. If no product s from country j is recalled

within quarter t, then rjs,t = 0.

At the time a recall is issued, consumers receive information about certain product from

an exporter. Assume that consumers consider the products imported from that country in a

window around the recall to be problematic. In the baseline model, I assume that the window

is three months after the recall occurs. For example, if a recall for Chinese toys happens in

January 2008, all toys imported from China in January, February and March are considered

affected by the event. Formally, rjs,t can be calculated as:

rjs,t =

∑
m∈tQjs,t,m × 1(Rjs,t,m + Rjs,t,m−1 + Rjs,t,m−2 6= 0)∑

m∈tQjk,t,m

where m is the subscript for months and t for quarter. If in a single month, multiple recalls

for one variety is triggered, we still count the quantity only once in calculation of rjs,t. As in

the previous example, if there is one recall in January and two in February, products imported

from these two months are only counted once.

The market share I calculate in the data is the share of value:

Sjs,t =
pjs,tqjs,t∑Js

j′=1 pj′s,tqj′s,t
(6)

I calculate market share using value instead of units because the unit of the latter is not

always consistent. The U.S. import data set reports two different units for some varieties. For

example, in 1990, the port of Miami reported 1169 dozen, or 9096 kilograms (shipment weight),

of men’s suit jackets containing more than 36% wool imported from Colombia. Some exporters

only report one of the two units. A common practice in empirical analysis is to keep only the

unit that exceeds the other in terms of numbers of units, but an inconvenience introduced by

22See Cameron and Trivedi (2005) chapter 11, section 11.6.2 for a detailed discussion.
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this treatment is that different exporters might use different units within one product market.

Computing market share in terms of the total value of imports—-a unique number for each

entry reported in each year with unambiguous units–allows us to avoid the complication of

units for reported quantity. It is worth noting that this problem does not affect the estimation

of reputation. The fraction of product recalled is the key in computing reputation, so the unit

of quantity is irrelevant. The units of recalled products rjs,t and import qjs,t for a variety are

always the same.

4 Data

4.1 Matching Recall Data to U.S. Import Flows

To analyze the impact of informative signals on the market, I created a novel data set

that links CPSC recall incidences from 1990 to 2009 to monthly U.S. import data from the

Census. I assigned a six-digit harmonized system code (HS6) to the products that are subject

to recalls by reading through the descriptions of recall reports, and link recalls to import data

by HS codes, country of origin, and recall time. The import data contains quantity, total value

of import trade flows, and shipping information by trade partner, by month, and by HS10

product category, which is aggregated to six-digits level before linking.

The reason for aggregating the more informative HS10 categories to HS6, is that recall

events are only matched to HS6 level codes. The data appendix has a detailed discussion of

the matching process and why it can only be reliably matched to HS6 codes. The data is

then aggregated to quarterly HS6 level, and a time period in the analysis will be a quarter

henceforth. I need to aggregate monthly data to quarterly data because the computation of

units affected by recalls requires one level of aggregation.23

The recall data set contains the date of the recall, a brief description of the product, the

types of hazards it brings, and its manufacturing countries.24 In addition to the variables I

scraped, the Consumer Product Safety Commission reports images of the products, remedies,

the consumer contact, and manufacturers’ or retailers’ names. All incidences have a recall

number, recall date, name, type, and description of the product and pictures. For more dated

recall incidences, some information might be missing. To link recalls to import data, a crucial

23An alternative to aggregate over time is to aggregate over HS6 products. A major concern to that method

is that by aggregating HS6 to, say, HS4, we are implicitly assuming that HS6 products within a HS4 category

are perfectly substitutable. This is not true for some HS4 categories. For example, playing cards and game

consoles are both HS6 products under category 9504, but they are not substitutable.
24In more recent recall events, the CPSC occasionally reported the price and units sold of the products

recalled. The price and units sold are only available after October 1, 2010, so I did not use that information in

this paper.
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piece of information from the CPSC is the manufacturing countries of the products. As shown

in table 3, from 1990 to 2009, 74.3% of the reports recorded at least one manufacturing country.

Each report contains a distinct recall ID. It is possible that in one report multiple products

are recorded. That is less common in the entries from recent years, but is more likely for recall

reports before 2000. In this case, if all the products recalled are from one HS6 category, I treat

it as one incidence; otherwise, I record a separate incidence for each HS6 category included

under a recall ID. A few reports record multiple exporters under one recall ID. In this case, I

treat an incidence as a recall to each exporter.

The matching is done by reading the recall report title and description, so measurement

error is possible. Most recall reports are matched to HS6 level, while some are matched to

HS4 level. If a report cannot be matched even to HS4 level, it is categorized as “unmatched”

and excluded from the data set. For consistency, I only used the incidences matched to HS6

level in this paper. The main difficulty in the matching process is caused by the different

information contained in the Harmonized Tariff Schedule and the CPSC recall reports. The

HTS schedule is designed for tariff purposes, so the users are customs officers and exporting

firms. It specifies the types of goods and often the compositions of goods, which is a piece of

information relevant for tariff purposes and known to the producers. The CPSC recall reports,

however, provide a description of the end use and appearance of the product so consumers

can immediately identify their purchase. For example, a harmonized tariff code may describe

one product as “girl’s cotton t-shirt, 90% cotton, 10% polyester” while the CPSC will describe

the same product as “girl’s red cotton t-shirt with Mickey Mouse”. Table 3 summarizes the

incidences that are matched to six-digits codes, four-digits codes, and unmatched respectively.

Only 0.7% of incidences are unmatched due to ambiguity in description. In addition, the

mismatch of product description should occur randomly across exporting countries, so match

quality does not bias my estimation results.

4.1.1 Macroeconomic Data

Besides the linked trade flow and recall data, I also need a measure for household budget

constraint and the market shares of the outside option. To measure a household’s budget

constraint on products in my data set, it is not desirable to examine U.S. household income

or total expenditures since a large share of household expenditures will be on housing, food,

transportation and utilities. Instead, I examine relevant categories of consumption goods

expenditures by types of products table provided by the Bureau of Economic Analysis using

data from the Consumer Expenditure Surveys. The categories I examine are durable and non-
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durable goods expenditures, excluding food and beverage, motor vehicles, and gasoline.25 I

excluded those categories because the goods in them are not under the administration of the

CPSC, so they are irrelevant to this analysis. I construct the quarterly budget as a fourth

of the annual expenditure reported by Consumer Expenditure Surveys. All values are then

discounted using Consumer Price Indexes from the Federal Reserve Bank of St. Louis, where

1982-1984 are the base years.

Discrete choice models allow consumers to have an outside option. Following the approach in

Khandelwal (2010), the outside option here is to purchase from the United States. Using the

annual production data reported in the NBER-CES Manufacturing Industry Database, the

U.S. value of sales is calculated as the difference between the value of shipment and the U.S.

export value in that year.

Table 4 summarizes the descriptive statistics of variables in the industries included in the

empirical analysis.

4.2 Selecting Products to Estimate a Learning Model

The linked recall data set contains many products, but not all of them are suitable for

estimating a learning model. There are two criteria that they need to satisfy: first, recalls are

frequent enough that learning can plausibly happen, and second, the product is not durable.

The first criteria is straightforward: if a product only has a couple recalls over almost

twenty years, then consumers do not have enough signals for learning to be meaningful. There

will be almost no variation in their reputations even if these products are included in the

estimation. Thus I keep only products that have at least 25 recall observations over the years,

which is the 90th percentile of the 144 products that have at least one recall in the data set.26

Applying this criteria leaves me thirteen products.27

I limit the estimation to non-durable goods for both empirical and theoretical concerns.

Among the 13 frequently recalled products, some varieties have units values far exceed the

average quarterly household expenditure, which is around $1000 across the years. Ovens

imported from United Kingdom, for example, have unit value exceeding $1000 for 35 out of

25The categories I included are furnishings and durable household equipment, recreational goods and vehicles,

other durable goods (like jewelry, books, luggage and phones), clothing and footwear, and other non-durable

goods (recreational items, household supplies, stationary). Some non-durable goods in “other non-durable

goods” categories are also excluded. They are “pharmaceutical and other medical products” and “tobacco”.
26Here, the recall observation is not an incidence, but a quarter-variety pair. If toys from Spain have recalls

in January and March 2007, that will only count as one observation at 2007 Q1 in the product selection process.

It will, however, count as two incidences, and it affects how we calculate the fraction of products recalled.
27They are toys, cotton sweaters, sweaters of man-made fabric, battery, lamps, hair dryers, ovens, cradles,

stoves and ranges, snow mobile, baby trolley, and equipment for outdoor games.
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79 quarters in my observations. These products tend to be expensive durable goods that

consumers do not repeatedly purchase, at least not within a year or a quarter. It is then not

appropriate to include these products in the estimation of this particular learning model. I

drop all the goods with a large fraction of high unit value observations, and that are intuitively

non-durable, which leaves me six products: toys, cotton sweaters, sweaters of man-made fabric,

battery, lamps and hair dryers.

In the following section, I will present the parameter estimates and discussion of results

for toys. Given that the model and data have variation across countries, products, and time,

presenting results for one good helps us to focus on the cross-exporters and cross-time variation.

The discussion illustrates mechanics and properties of the model. Once we have clarified the

more subtle implications of the model, we will discuss the cross-product variation. I use toy

as an example because it is the most frequently recalled product.28 It also can cause serious

health consequences in children, so consumers tend to value safety in this product.

5 Results in the Toy Industry

5.1 Reputation Formation

The update of reputation depends on learning parameters µ, β0, δ0 and the history of sales

and recalls. Section 2 defines µ as the probability for a bad toy to be recalled. β0 and δ0 are

initial values of distribution parameters that shape consumers’ prior beliefs. Intuitively, β0 is

the units of toys ever recalled and δ0 is the total units of un-recalled toys sold to the United

States before April 1990.

I estimate the probability of recall µ using variation in units of recalls and quantity of

imports. Intuitively, keeping the true fraction of unsafe products constant, if µ is close to 1,

the model predicts more recalls with relatively small variance within each exporter, because

exporters will see consistent recalls (or the absence of them). In the contrasting case when µ

is close to 0, the model predicts few recalls with small variance because there is close to no

recalls, and when µ is close to 0.5, some recalls but with larger variance. By fitting predicted

recalls to actual recalls, µ can be identified as detailed in section 3.1. The initial distribution

parameters β0 and δ0 are selected using levels and variation of constructed reputation. The

ratio between β0 and δ0 can vertically shift the predicted reputation. The magnitudes of β0

and δ0 governs the impact of the early periods of learning: intuitively, if β0 and δ0 are too

small (relative to trade flows), the recalls in the first few periods will have a drastic impact on

28Toys have 837 recall incidences over the years, followed by snowmobiles and golf carts, which have 136

recalls.
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reputation, and if they are too large, reputation will not change much over 20 years.29

When we estimate β0 and δ0, I normalized observed quantity, units of recalls, and initial

guesses of these two parameters. This is a necessary step if we want to accurately estimate β0

and δ0, because they are orders of magnitudes larger than all other parameters. Recall that the

intuition of β0 is the cumulative recalled and safe products before observation, respectively.

Given the volumes of trade we commonly observe in a quarter, this number can go up to

millions, even billions in some observations. Without normalization, the values of β0 and δ0

are different from other parameters by a magnitude of 106 or even 109, making it hard for the

algorithm to search through value space for an optimized solution.30 Normalization is a simple

solution to this problem, but how do we deal with trade data where, within one product, some

countries sell billions of units (e.g. China, Mexico), and some only hundreds? In addition,

volumes of trade vary by orders of magnitude across products. To tackle these issues, I choose

a different unit of normalization for each product. The unit is chosen such that the median

observation is a number between 1 to 10, so observations from both the largest exporters and

the smallest are normalized to a number that can be accurately calculated.

In addition to the variance of recalls, the model can distinguish between µ and initial

distribution parameters β0 or δ0 by comparing the changes in reputations when a recall breaks

out. Consider the cases of a low µ or a high β0: both can lead to a lower initial value of

reputation and shift the reputation downwards. Reputation is more responsive to recalls if µ

is low because when bad products are unlikely to be recalled a recall become more alarming.

To visualize how learning parameters change reputation, I chose one of the varieties to

illustrate how estimated reputation changes when learning parameters change, while keeping

observed recalls and import quantity as given.31 Figure 7.3 uses toys imported from Hong

Kong to illustrate the vertical shift when β0 or δ0 are reduced by half. We can see that

β0 and δ0 move initial value of reputation in different directions, but as new information

29Consider an example in which an exporter sells 1000 units to the U.S. every quarter, 10% of them are

defects, and µ = 1. Supposing β0 = 3 and δ0 = 5, after one period of update, we have β1 = 1003 and δ1 = 1005.

The change in reputation induced by recalls from the first period is −100
1000+5+3

≈ −0.099, but in the second period

will be −100
1000+1005+1003

≈ −0.033. Changes in reputation vary widely if the initial guess β0 and δ0 are too small.

On the contrary, if β0 and δ0 are close to infinity, reputation will be constant, as the “weight of history” is so

large that new information has almost no impact. I set the initial values for β0 and δ0 to have a comparable

magnitude with trade flows, so the reputation variation in the first few periods are not too drastic.
30Imagine taking steps of 10−6 and starting with an initial guess of 1.4 × 106: how many steps will the

algorithm need to take to find the local optimal at, for instance, 3× 106?
31This simulation is different from the simulation I will discuss in section 5.5, although both exercises illustrate

how reputation changes with learning parameters. The purpose of this simulation is merely illustrating data

pattern that I can use for identification, so recalls are taken as given. The simulation in section 5.5 also simulates

recalls to understand the value of information for consumers.
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accumulates, reputation approaches the estimated value. Value change of β0, the cumulative

recalled products before the first period of observation, has a more persistent impact than a

similar change of δ0, as recalls are rare and it is harder for new information to “cover” the

history.

Figure 7.6 take estimated β0 and δ0 as well as observed quantity as given, and plot how

reputation changes when µ, the probability of a defect being recalled, is 0.9 and 0.6 respectively.

In addition, I add a scenario where recall is simulated to be consistent with µ = 0.6. We can

see that when µ decreases from 0.9 to 0.6, and when both quantity and recalls are kept as

observed in data, the initial reputation decreases and reputation does not catch up overtime.

Reputation declines as µ decreases because if consumers expect a lower probability for defects

to get recalled, they will treat each recall more seriously. Unlike the case when β0 and δ0

change, when µ decreases, given the number of recalls observed in data, reputation will not

converge to the value estimated in model because the implied fraction of defect has changed.

If we replace the number of recalls observed in data with recalls simulated from observed

quantity, estimated reputation, and µ = 0.6, then we can see that reputation will converge to

estimated reputation overtime.

Table 1: Parameter Estimates for Toys

Parameter Estimates

Description Parameter Estimate S.E.

Recall probability given product is low quality µ 0.9257 (0.3578)

Sum of recalled units before 1990 (millions) β0 488.315 (328.06)

Sum of safe products before 1990 (millions) δ0 404.038 (114.44)

Preference for Reputation αx 5.5688 (2.255)

Coefficient of log(budget-price) α0 8.547 (0.663)

Descriptive Statistics of Reputation in the Last Period

Mean Std. Dev. Min Max

All Countries 0.4263 0.0742 0.0931 0.9341

Highest reputation quartile 0.4871 0.1217 0.4102 0.9341

Lowest reputation quartile 0.4003 0.0519 0.0931 0.4088

Conditions of Learning

Periods of Learning 29.154 28.02 1 79

Initial Reputation 0.4088 - - -

Number of Countries 149 - - -

Note: µ is robust to different initial guesses. I chose 10 guesses spacing equally between

0.1 and 1: all return the same estimate. Initial guess for β0 is 10 times the average units

of recalled products; and for δ0 10 times the average units of goods sold. Standard errors

presented in the table are bootstrap standard errors with 1000 bootstraps.
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Panel 1 of table 1 presents the estimates for learning parameters. Panel 2 summarizes the

reputation across exporters and time, constructed using the estimates in panel 1. Panel 3 lists

periods of learning, the average number of quarters a country exports to the United States,

initial reputation, reputation in the first period calculated using estimates in panel 1, number

of exporters ever selling to United States since 1990, and number of exporter-quarter pair in

this industry. If all exporters stay through the 79 quarters in data set, we can hypothetically

have 149×79 = 11771 observations. Instead, many exporters only export to the United States

for a few quarters, so there are only 4376 exporter-quarter pairs in the data. After dropping

some exporters who have only exported for a couple years to U.S., we have 3436 observations

left to estimate µ, β0, δ0.

Panel 2 of table 1 shows the summary statistics of estimated reputation across time and ex-

porters. In the last period, the exporters of toys with best reputations are Mexico and Canada,

corresponding to the maximum reputation 0.934 and 0.878; and the minimum corresponds to

China. Canada has recalls in only two quarters of the 20 years in my observation, while China

has at least one recall in 76 out of the 79 quarters. Both countries export to the United States

in all periods, and they export in large quantity. Most exporters—127 out of 149—have never

had a product recalled by the CPSC. The consistent presence of Mexico and Canada in the

U.S. market and large exports make them stand out among the exporters who have always

been safe.

In the preferred specification, I use the unit freight cost as the instrument for price. Table 5

shows that unit freight cost passes the “rule of thumb” test for instrument relevance (see Stock

et al. 2002) for most non-durable goods, and it is strong for toys.32 Exchange rate, though

intuitively should be correlated with price, has a weak correlation. This is not surprising given

how volatile exchange rate is over time and how big the variation is across currencies. Unit

freight cost and oil price times distance have the same channel: cost of transportation enters

the “cost, insurance, freight”(CIF) value in the import data set. When we include both, one of

the two instruments will appear to be not-correlated, thus keeping only one is sufficient. Table

6 shows that including additional instruments does not change the results much. Note that

different instrument specifications in table 6 are estimated from a two-step procedure instead of

the one-step MPEC estimates reported in table 1. The two-step procedure takes the reputation

constructed using learning parameters estimated in GMM, and runs regression 5. Although

it is not the preferred specification since it cannot estimate all parameters simultaneously, it

32Stock et al. (2002) suggests that F-statistics<10 should raise concerns of weak instruments in the GMM

estimation. Choosing an instrument that works for all industries is challenging, and unit freight cost is the

best-performing instrument among those commonly used in the literature.
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has significant speed advantage and I use it to illustrate alternative regression specifications.33

Comparing the results in column 4 in table 6 and table 1, we can see that the two-step procedure

provides point estimates similar to the one-step MPEC estimates. Column 4 and 5 in table 6

show that adding additional instruments hardly change the point estimates or F-statistics.

5.2 Demand response to reputation

Panel 1 of table 1 displays αx and α0, the market share responses to reputation and the

natural logarithm of budget minus product price. These two parameters reveal how sensitive

consumers are to reputation and price. A positive coefficient for reputation implies that it is

rewarding for exporters to maintain or aim for higher reputation. The higher the coefficient

is, the more consumers are concerned about reputation in this product.

The coefficient of reputation implies that the “reputation elasticity of market share” is

2.396 for toys.34 If an average exporter of toys can increase reputation by 10%, it can expect to

increase its market share by 23.96%. This is a somewhat big change, but given that reputation

is history-dependent, it will take the average exporter many periods of safe presence in the

U.S. market to achieve that.

To illustrate how long it will take an exporter to improve reputation, I take the reputation

in the last period, and predict how long it will take for each exporter to increase reputation

by 10% in two scenarios. The first scenario assumes that in each future quarter an exporter

sells the same quantity into the United States, which is equal to the average quarterly quantity

from the second quarter of 1990 to the last quarter of 2009. I run the reputation updating

procedures with no recalls until the reputation reaches target level. An average large exporter

of toys who is among the upper quartile in export quantities will need to have a safe presence

for 57.5 years consecutively to improve its reputation by 10%. It will take even longer for

small exporters because the information update is slow when consumers see few new units in

the market. Even for the largest exporter of toys, China, catching up is difficult. It will take

227 years of flawless presence in the United States for its reputation to catch up with that of

33In addition to run time concerns, changing number of instruments is not a trivial exercise for the MPEC

problem, because I provide Jacobian matrix to speed up computation in the MatLab codes. Each additional

instrument specification requires a different version of Jacobian. The direction of change in demand coefficients

should be the same between two-step procedures and the one-step MPEC, so to illustrate this point the two-step

procedure suffice. The biggest difference between one step MPEC and two steps procedure is that the latter

has much smaller standard errors.
34Reputation elasticity of market share is the percentage change of market share induced by one percentage

change of reputation. Use σ to denote the reputation elasticity, it is calculated as: σ =
d ln s

d lnx
=
d ln s

dx
· dx

d lnx
=

αx ·
1

1/x
= αx · x̄, where x̄ is the average reputation. The change in market share is relative to the U.S. market

share since that is the outside option.
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Mexico, the exporter currently enjoying the best reputation in the U.S. market.

In the second scenario, reputation growth rate polarizes when the simulation includes de-

mand responses. I relax the assumption of sales volume in the previous simulation, allowing

market share to change as reputation improves while fixing total units of sales in the U.S. I

simulate 10 million agents for 1000 quarters, each choosing an exporter in every period, and ag-

gregate their choices to market shares. However, most exporting countries have market shares

way smaller than 10−7, so simulated market shares will match actual shares of these countries

poorly. Instead of using the full set of countries, I focuses on 12 exporting countries who are

the top 10% in terms of export quantity.35 The largest exporter, China, now takes only 262

quarters instead of 908 quarters to catch up with Mexico because its market share increases

with reputation. Mexico can improve its reputation to perfection in 1483 quarters, which is

much longer compared to 69 quarters in the simulation with the first scenario. Mexico’s market

shares decline since its reputations cannot improve as fast as China’s, and the decline in mar-

ket share further stagnates improvement of reputations. All other countries in the simulation

improve reputation by less than 10% within 1000 quarters, implying that it takes longer to

improve reputation for most exporters when market share can change. Investing in quality

inspection is more beneficial to large exporters, as they have initial and ongoing advantages in

reputation improvement.

5.3 Goodness-of-fit Test

To evaluate how well the model fits data, I split my data set into two parts. I estimate the

model using the first part of the data (training data), and construct out-of-sample predictions

using estimated parameters and variables from the second part of the data (test data). I then

correlates the observed outcome in test data with the predicted outcome. The division follows

a roughly 70-30 split, where the training data contains observations from the first quarter of

1990 to the last quarter of 2003 (55 quarters), and the test data contains observations from

the last six years in my observations (24 quarters).

When constructing out-of-sample predictions, there are two points that need attention. The

first is the construction of reputation. Unlike traditional out-of-sample predictions, we cannot

use the learning parameter (β̂0,t, δ̂0,t) estimated from data up to period t directly to calculate

the distribution of initial beliefs from periods t + 1 to t + n because β0 and δ0 determine

consumers’ belief before they observe anything. By period t + 1, even the underlying data

generating process is exactly the same in period 1 to t and period t + 1 to t + n, consumer’s

prior belief should include information from the first t periods. With this intuition in mind.

35Since the top 10% exporters can change from quarter to quarter, the final set is the union of all the top

10% countries in each period. These 12 countries together export 92.99% of foreign toys in the United States.
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the prior belief, or “initial” belief, in the out-of-sample prediction is the reputation in the final

period estimated using training data.

The second caveat is how to handle time-varying characteristics in the model. The model

controls for time fixed-effects, but we do not know the proper values of quarter-fixed-effects

in the test periods. One straightforward solution is to take the textbook fixed-effects within

transformation by subtracting country averages across all periods. Formally, the prediction is:

yjτ − ȳτ = (X
′
jτ − X̄ ′τ )α̂t + ψj + ujτ − ūτ

where τ = t+ 1, t+ 2, ..., t+ n, and the average of each variable is taken over all countries in

that period of time, or

x̄τ =
1

J

J∑
j=1

xj,τ

The corresponding predicted outcome variable, after adjusting for reputations and time-

fixed-effects, will be a demean variable ŷjτ − ¯̂yτ , where yjs,t ≡ ln(Sjs,t)− ln(SUS,s,t)− ln(pjs,t)

as specified in equation 5. I then compare it to the data-equivalent of the de-mean variable,

subtracting the average outcome variable across countries in each period from the outcome

variable.

While time fixed-effects are dropped, I keep (most of) the country fixed-effects. In out-of-

sample predictions, I keep only countries that are present for at least one period in training

data, because predictions without valid estimation results are not meaningful. That means I

exclude all new export partners the US forms with the rest of the world in the test periods

when calculating out-of-sample predictions.

Table 2 presents the correlation and root-mean-square-errors(RMSE) between the predicted

outcome variable and observed outcome variable. Panel 1 presents the results from the training

data, which is taken from the first period of my data set (1990 q1) to the last quarter of 2003.

I present the correlation of predicted and observed y in the training data set, to provide a

direct comparison between estimation fit and out-of-sample fit.

Panel 1 of table 2 shows that the model fits data reasonably well in the training data, with

correlation higher than 0.8 across the board. Out-of-sample predictions in Panel 2 perform

only slightly worse than the estimation fit.

It is worth noting that the test periods include year 2007-2008, when many recall incidences

occurred. This means that this model performs well even when periods of unusually frequent

and high-profile recalls are excluded.
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Table 2: Model Fit Test
Toys Cotton

sweaters

Sweaters,

MMF

Batteries Hair

dryers

Lamps Mean

Panel 1: Within sample estimation fit

Correlation 0.8122 0.9191 0.9052 0.8127 0.8401 0.8867 0.8627

RMSE 2.2139 1.2567 4.2995 2.1962 2.5155 2.0693 2.4252

Obs 1415 659 3473 4873 3986 2110

Panel 2: Out-of-sample predictions fit

Correlation 0.7793 0.7985 0.8072 0.7643 0.7724 0.8157 0.7896

RMSE 2.9447 1.8963 5.2749 2.9013 3.0528 2.5581 3.1047

Obs 794 275 899 2126 2082 1004

Note: this table presents correlations and root-mean-square errors of the demean predictors. Panel 1 presents the within

sample correlation between fitted and observed outcome variables. The sample size include only the “training” periods

Panel 2 presents the out-of-sample correlation between observed outcomes and outcomes predicted using parameters

estimated with training data. Number of observations for the out-of-sample predictions depends on how many trade

partners the U.S. has in the test periods, so it varies substantially across products. In the third column, “Sweaters,

MMF” stands for “Sweaters of man-made fabrics.”

5.4 Discussion: Impact of a Bad Event

After establishing that toy recalls decrease an exporter’s reputation, and that lower rep-

utation leads to lower market share, we can quantify the impact of a recall event on market

shares. In this framework, the magnitude of impact for a recall event depends on the frequency

of recalls, the size of the exporter, history of the exporter’s presence in U.S. market, and its

current level of reputation. The marginal impact of recalling one unit of product at time t′ on

reputation in the periods following is:

∆xj,t+1

∆rj,t′
=


1

−µ(β0 + δ0 +
∑t

τ=1 qj,τ )
if t ≥ t′

0 otherwise

Use ∆xj,t ≡ xj,t − x0
j,t to denote the change of variable x in period t from x0

j,t, the level it

would be at had the recall not happen. Of course, when the CPSC issues a recall, it is not a

single toy train that is recalled but an entire batch of it. Each recall event affects a number of

products specific to the exporter, and its impact on reputation depends on the units of recall

relative to the units of import from that exporter. To assess the impact of a recall event, I

investigate the impact of a recall shock that affects a certain fraction of products instead of a

certain number of units.

Here let us consider a recall event that will cause a recall of every unit of the product from

country j in quarter t′. The difference in reputation induced by a recall that affects rj,t′ = qj,t′
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units of goods will change reputation by:

∆xj,t+1 =
qj,t′

−µ(β0 + δ0 +
∑t

τ=1 qj,τ )
if t ≥ t′ (7)

where s̃j,t+1 ≡
sj,t+1

sUSA,t+1
.

The impact of a recall event depends on when it happens and who it happens to. Another

variation is the duration of impact: earlier recalls have a larger impact as it will influence—

though with diminishing effect—all the periods following. We also expect that a recall hap-

pening in a year of large export volume will have a strong impact, as more units are affected.

Taking quantities and parameter estimates of µ, β0, δ0, and αx as given, I use the change

in reputation from equation 7 to calculate the marginal impact on relative market share s̃ as

displayed in equation 8.36

s̃j,t+1 − s̃0
j,t+1

s̃0
j,t+1

= exp

(
αxqj,t′

−µ(β0 + δ0 +
∑t

τ=1 qj,τ )

)
− 1 (8)

The impact of recall events on market shares varies across exporters and across quarters. Each

possible recall event dampens that exporter’s reputation in that quarter, and consequently how

it evolves in all quarters following, and the impact of a recall is calculated as the discounted

sum of impacts in all future quarters.37 I calculate the impact by quarters of recall occurrence,

but for visual clarity I sum quarterly impacts into annual impacts. I then take an average

across exporters, and plot the spectrum of impacts across future quarters for each year of

recall occurence.

Panel 1 in figure 7.4 sums up the variation of recall impact by year of occurrence for

all exporters. Each box-plot is a distribution of percentage change of own-country market

shares for recalls that happen in the corresponding year. The strong negative impact in year

1998-2000 is driven by large quantity of imports in those years. Across all years, an average

exporter will lose 1.04% of its market share for a recall event that is severe enough to affect

every unit of import during the year, and for most exporters, their loss does not exceed 3% of

their market share. This means that the magnitude of impact from a single recall event is not

detrimental, even though the impact persists for all following periods. Consumers seem more

36Substituting equation 7 into equation 5, we can get equation 8: ∆ ln s̃j,t+1 = αx∆xj,t+1. Note that

∆ ln s̃j,t+1 = ln

(
s̃j,t+1

s̃0j,t+1

)
. We can then write the percentage deviation of relative market share from s̃0j,t+1

caused by a recall in period t′ (t ≥ t′)as the following:

s̃j,t+1 − s̃0j,t+1

s̃0j,t+1

= exp(αx∆xj,t+1)− 1 = exp

(
αxqj,t′

−µ(β0 + δ0 +
∑t
τ=1 qj,τ )

)
− 1

37The quarterly discount factor is 0.995, so the annual discount rate is 0.98.
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lenient compared to what Freedman et al. (2012) finds because the agent who holds reputation

in my context is a country instead of a firm or an individual player.38 In addition, compared

to the context in Freedman et al. (2012), prices vary widely across exporters. Consumers are

price-sensitive, so they may be willing to accept some risk of getting a bad product if it is

cheap enough.

Panel 2 in figure 7.4 illustrates the loss in trade values for an average exporter of toys in

a recall event. The average loss in a year is 2.312 million dollars. The pattern over time is

similar to the pattern in market share changes: large import quantity drives large changes.

5.5 Discussion: Quantifying the Value of Information

Every year, the Consumer Product Safety Commission submits a budget request to the

Congress. The budget request for fiscal year 2019, for example, is 123.5 million dollars. From

a policy maker’s perspective, it is meaningful to ask how important a quality inspection in-

stitution like the CPSC is to domestic consumers. The model answers this question from an

information perspective.

Consider two scenarios, one in which the inspection institution can catch and recall unsafe

products more effectively than the other. Under the more effective scenario (“high inspection

accuracy”), if a product is unsafe, it will be caught with 90% chance while in the other scenario

(“low inspection accuracy”), that probability is 50%. Note that a low µ does not mean noisier

signals: recalls still only signal unsafe products, but the signals are rarer. I measure welfare

changes using compensating variation, that is, the changes in income to make consumers

indifferent between having high and low inspection accuracy. I assume that in both scenarios,

the size of market and the underlying fraction of unsafe products are the same. Let xL

denote the reputation in the low accuracy scenario and xH in high accuracy scenario. The

compensating variation cvs,t satisfies:

α0 log(It − pj∗s,t) + αsxx
H
j∗s,t + ηj∗ + ψt = α0 log(It − pj′s,t + cvs,t) + αsxx

L
j′s,t + ηj′ + ψt

Note that, here, j∗ is the exporter that consumer chooses in high inspection accuracy scenario,

and j′ is the exporter chosen in the other scenario. j∗ and j′ need not be the same. I assume

that when the quality of signal is low, consumers are aware of it and incorporate that knowledge

in learning.

I take the underlying fraction of unsafe products as given, and simulate the recall events

and consumer learning under high inspection accuracy (µ = 0.9) and low accuracy (µ = 0.6),

38Freedman et al. (2012) finds that unit sales of a category of toys from a manufacturer (firm) decreases by

38.9% on average if it is recalled in 2007.

31



then I compute the compensating variation for consumers of toys.39 To simulate recall events,

I assume the last period reputation is the best proxy for the true unobserved fraction of bad

products. Taking quantity imported in the United States as given, the number of bad products

Ljs,t is the product of reputation estimates in the final period and the quantity of imports.

Each unit of bad product has probability µ of being recalled, so the total number of products

recalled roughly follows a normal distribution with mean µLjs,t and variance µ(1 − µ)Ljs,t.

After generating number of products recalled for each exporter in each quarter, I can run the

reputation updating following equation 2 to construct xLj′s,t or xHj′s,t under each scenario.

The simulation generates 12,000 agents with individual preferences drawn from i.i.d. Ex-

treme Value distribution. It provides two measures of welfare: the total compensating variation

for the U.S. market and the average compensating variation for each purchase.40 For each ex-

porter j in each quarter t, a set of simulated agents choose their products (that set can be

empty). The compensating variation for an average consumer who buys from country j, mul-

tiplying the total units of products the U.S. imports from country j in period t, gives us the

country-time specific simulated compensating variation. Total compensating variation in each

period is the summation of simulated compensating variation from all exporters present in

that period. Average compensating variation is calculated as the total compensating variation

divided by the units of product s imported into the U.S. market in period t, which is equivalent

to the average of simulated agents’ compensating variation weighted using the import share of

the countries agents choose to buy from.41 Total compensating variation is driven by both the

change in average compensating variation—a channel that reveals the impact of information—

and the changes in demand.42 While total compensating variation highlights the magnitude of

impact, the average compensating variation excludes the impact of import quantity, so it can

better reveal the model mechanisms.

The welfare loss per purchase averages around $6.54 per quarter when inspection accuracy

is low.43 If we consider the volume of purchase in toys, however, the total welfare loss can

39I am not aware of any empirical work that specifies the effectiveness of CPSC recalls, so there is no obvious

benchmark for this exercise. I pick a high µ as it is close to the estimated value of µ in toys, and a low µ that

is roughly one bootstrap standard error below the point estimate.
40Extreme value distribution takes location parameter µ = 0 and scale parameter σ = 1.
41The equations to calculate total and average compensating variation from the simulation are the following.

Let cv(ji)i,t denote the compensating variation for individual i who chose exporter ji to purchase from in

period t, and qji denote the quantity imported from exporter ji. Total CVt =
1

12000

12000∑
i=1

cv(ji)i,t × qji and

Average CVt =
Total CVt∑

j∈J qj,t
42The total quantity demanded is not explicitly modeled in this framework as I focus on changes in market

share, the demand relative to your competitors given the number of consumers.
43All dollars are converted into 1982-1984 dollars using CPI, and later quarters are discounted using discount
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average 5.98 billion dollars per quarter. Panel 1 of figure 7.5 shows the total compensating

variation for toys. The welfare loss from lower inspection accuracy comes from lower mean

utility when µ is low and also higher chance of landing an unsafe product.

Two Mechanisms of Welfare Changes

To fully understand the sources of welfare differences under two scenarios, figure 7.5 de-

composes the two channels through which welfare changes, and I call them the “mean value

difference” and “defect surprise.” V (H)′ denotes the maximized consumer utility after rev-

elation of the product quality in the high µ (strong inspection) scenario, and V (H) is the

mean utility before revelation of quality in the high µ scenario. V (L)′ denotes the utility after

revelation of quality in the low µ (weak inspection) scenario, and V (L) the mean utility before

revelation in the low µ scenario. The following equation describes the decomposition.

Gains from having higher µ︷ ︸︸ ︷
V (H)′ − V (L)′ =

Loss from recall (high µ)︷ ︸︸ ︷[
V (H)′ − V (H)

]
−

Loss from recall (low µ)︷ ︸︸ ︷[
V (L)′ − V (L)

]︸ ︷︷ ︸
“defect surprise”

− [V (H)− V (L)]︸ ︷︷ ︸
Mean utility differences

When the probability of bad products getting recalls is lower, consumers have a more pes-

simistic reputation assessment: when observing the same number of recalls, consumers expect

the actual fraction of bad products to be higher. As a result, I fix the actual fraction of bad

products in the market, and simulate the number of recalls so that they are consistent with the

recall probability µ in each scenario. The mean utility differs because prices will be different

for the consumers who choose another exporter in the alternative scenario, and reputation

changes for all consumers. In addition, consumers who get a unsafe product will take a utility

reduction after revelation, and I call this damage “defect surprise.” A positive “defect sur-

prise” suggests that utility loss from recall is less damaging when inspection is more effective.

Under the weak inspection scenario, consumers will observe fewer recalls but treat each one

with greater caution because they know the probability of recall is lower. It will take them

longer to approach a more accurate estimate of true fraction of defect products. As a result,

under weak inspection consumers will be “surprised” by a defect product more, which incurs

a cost illustrated as a curve above horizontal axis in figure 7.5.

Figure 7.6 illustrates that when µ is low, the reputation estimates are lower initially because

consumers have a more pessimistic prior, but eventually the reputation will catch up and

approach the “true fraction of good products” specified in the simulation. Exactly how long

factor 0.995.

33



it will take for a country’s reputation to converge back to the true fraction, however, depends

on the quantity of import from that country. Figure 7.7 shows that the reputation of China

converges quickly because China is a large exporter throughout the years, but for Mexico

the discrepancy remains large till the late 1990s when the quantity of toys sold to the U.S.

increases. Lower inspection accuracy decreases reputations for all exporters, but the damages

are more severe and persistent for exporters who sell fewer units.

The mean value difference can have ambiguous impact. A positive mean value difference,

illustrated as when the curve is above horizontal axis, means that the expected utility is higher

when inspection is strong. However, weaker inspection can sometimes increase consumers’

expected utility. When µ decreases (inspection becomes weak), larger exporters’ reputations

reduce less compared to smaller exporters.44 A marginal consumers may choose to buy from

a large exporter when inspection becomes weak. If large exporters happen to sell cheaper

products and the reduction in consumer expenditures compensates the reduction in reputation,

then the saving can lead to higher mean utility. As we can see from figure 7.5 though, when

inspection is weak the reduction of reputation usually creates a loss in utility that far exceeds

the price differences.

The difference between “defect surprise” and “mean value difference”, which is the area

between two curves, is the costs to having less effective inspection calculated in compensating

variation. In the rare case when the benefit of cost-saving outweighs the higher risk of getting

a defect, it is possible that better inspection is not welfare-improving. However, the simulation

suggests that it is unlikely, and under most scenarios better inspection improves consumer

welfare.

Market share changes after a decrease in µ

Simulation also reveals that smaller exporters benefit more from a highly effective inspection

institution. Figure 7.8 compares market shares when inspection accuracy is high and low.

All exporters lose market shares when µ is low because now purchasing from any exporter

is perceived to be riskier and consumers prefer the outside option. After several periods

however, the market share recovers and the lowest reputation exporter—China—even have a

small gain in market share towards the second half of the observed periods. This is seemingly

surprising, until we realize that the low reputation exporter (China) also happens to be the

largest exporter. A downward shock in inspection effectiveness hurt reputation of all exporters,

but larger exporters recover faster. Given the large import volume from China, the gap between

reputations before and after the shock closes much earlier for China than other exporters, so

44Since these two hypothetical scenarios cannot co-exist, there are no actual switchers. The marginal con-

sumers “switch” in the sense that they will choose differently under the alternative scenario.
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it actually gains a temporary advantage: not from better reputation, but from resilience to

information quality shock.

6 Results across Industries

In the previous section, I use toys as an example to illustrate model mechanisms and

what they can do in terms of welfare and counterfactual analysis. This section discusses

estimation results for other products, revealing heterogeneity in consumers’ concern of safety

across products. The results carry interesting policy implications for any exporter trying to

improve quality and for domestic institutes like the CPSC who may need to budget quality

inspection expenditures across types of products.

Table 7 shows the difference across products in term of consumers’ preferences for repu-

tation. Column 1 and 2 show the coefficients from the MPEC estimation, and column 3 and

4 show the corresponding market share elasticities. Toys, unsurprisingly, is the product that

consumers have the strongest preference for safety, with a market share elasticity of reputation

of 2.396. It is also the only product that has a coefficient estimate that is statistically signif-

icant. Overall, I did not find evidence that the market punishes any product other than toys

for having a bad reputation. The market reaction cannot be fully explained by the nature of

hazards caused by product defects. Table 8 lists the most frequent hazards for each type of

products, and we can see that the most frequent hazards for toys either can be fatal (choking)

or can cause long-term distress for users (lead paint). However, CPSC recalls products that

threaten consumer safety, so hazards tend to be pretty severe. It is worth noting that the ma-

jority of the apparels recalled by the CPSC are clothes for children, although the harmonized

system code category may not distinguish products for adults from products for children. 45

The market responses I measure for cotton sweaters or sweaters made from man-made fabric

include clothes for adults, which can potentially attenuate the results even the market for

infant clothes responses to reputation. Consumers’ preference may not only reflect the types

of hazards, but also to whom hazards may occur: the same hazard can be far more damaging

when it happens to a vulnerable child, which can explain the larger coefficient estimates for

toys.

Even we find no evidence for market responses to recalls in products other than toys,

the consumer welfare gains from toys alone exceeds the budgets used by a quality inspection

institution like the CPSC. If importers or exporters decide to invest in quality inspection, they

should prioritize products primarily used by children, since consumers seem to have strong

preferences for safe products in these categories. However, reputation improvement can take

45For example, category 620520 describe the product as “Men’s or boys’ shirts of cotton”
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decades even for large exporters.46 For most exporters of products used by children, improving

reputation can increase their market share. That may not be the case for exporters of other

consumption goods, so exporters may have weaker incentives to invest in quality control, and

choose to compete through lower prices.

7 Conclusion

This paper analyzes the effect of an exporting country’s reputation on import trade flows.

It defines an exporter’s reputation as the expected probability of getting a high quality product

in a market, and it evolves as consumers observe more signals. This paper tackles the challenge

of identifying intangible and unobserved reputation in two ways: constructing a data set in

which I can observe shocks that affect reputation, and modeling channels in which reputation

affects consumers’ decisions. Compared to other empirical papers studying the reputation of

sellers, this analysis reveals a variation of impacts across multiple products. The model in this

paper can be generalized to estimate consumers learning of any signals in trade, for example,

how the market reacts to a scandal that is widely cover in traditional and social media, like

the Volkswagen diesel emission scandal.

This paper is a step towards understanding the role of consumers’ learning in international

trade. There are at least three directions of future research. First, this model uses Bayesian

learning–a type of perfect learning–with perfect memory, and this is an idealistic assump-

tion. Future works can generalize this model to incorporate imperfect memory models, and

explore how reputation dynamic changes. Second, this paper focuses on estimating the learn-

ing dynamic for goods that are purchased frequently. Durable goods likely have a different

information acquisition dynamic that we can explore. Third, this model abstracts away from

exporting firms’ decision on investing in quality improvement. Given that reputation matters

for some products, incorporating the producer’s decision can be an interesting next step.

46It is generally hard for small exporters to improve reputation, but it is especially hard for small exporters

who used to be large. More developed Asian exporters (like Hong Kong and South Korea) have displayed this

pattern for products like toys.
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Tables and Figures

Table 3: Recalls reported: manufacturing countries and number of matches

Number of Reports Fraction of total

Matched to HS6 Code 3217 0.617

Matched to HS4 Code 619 0.119

Does not report manufacturing countries 1342 0.257

Cannot match, other 36 0.007

Total 5214 1

Note: This table reports the match quality of recall incidences to trade flows from 1990-2009. Source

of recall incidences is the CPSC recall database.
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Table 4: Summary Statistics

Variables Statistics Toys Sweatersa Sweatersb Battery Lamps Hair Dryers

Market

share

Mean 0.0152 0.00948 0.0103 0.0155 0.00866 0.0499

Median 0.000121 0.001044 0.0004127 0.00081 0.000206 0.00163

Max 0.936 0.403 0.442 0.467 0.406 0.619

Min 7.77×10−8 8.90×10−8 1.82×10−7 4.28×10−6 3.09×10−6 1.67×10−5

Price

Mean 38.6 27.4 33.2 47.3 69.2 23.9

Median 7.31 18.01 19.51 14.07 28.22 16.04

Max 734 130 159 670 562 160

Min 0.002637 1.19 1.084 0.06495 0.4885 1.506

Quantity

(in

millions)

Mean 14.3 0.823 0.528 1.09 0.407 0.484

Median 0.02985 0.06729 0.0148 0.01575 0.003556 0.006247

Max 1704 59.1 31.8 39.8 25.5 8.21

Min 2×10−6 3×10−6 2×10−6 4×10−6 3×10−6 1.8×10−5

Trade

Value (in

millions)

Mean 32.6 12.5 8.22 5.24 3.47 3.54

Median 0.2498 1.044 0.2992 0.1996 0.08098 0.1118

Max 3063 1042 507 195 200 53.9

Min 2.52×10−4 2.51×10−4 2.52×10−4 1.26×10−3 1.26×10−3 1.29×10−3

Units of

Recall (in

millions)

Mean 8.04 0.0517 0.0161 0.164 0.0726 0.0438

Median 0 0 0 0 0 0

Max 1575 59.1 29.5 39.8 21.7 5.7

Min 0 0 0 0 0 0

Ratio of

Recall

Mean 0.0341 0.00442 0.00341 0.00876 0.00561 0.0167

Median 0 0 0 0 0 0

Max 1 1 1 1 1 1

Min 0 0 0 0 0 0

US

market

share

Mean 0.125 0.109 0.155 0.518 0.642 0.367

Median 0.1143 0.05369 0.1317 0.423 0.6364 0.3616

Max 0.301 0.346 0.458 0.963 0.784 0.617

Min 7.82×10−20 3.43×10−3 0.01473 0.3032 0.5261 0.2715

Note: a: Sweaters made of cotton, HS6=611020. b: Sweaters made of man-made fabric, HS6=611030.

Source of trade data is the monthly U.S. Census import data. Recalls come from the CPSC recall database. U.S.

manufacturing data comes from NBER-CES data set. All summary statistics are reported from the quarterly data set

aggregated from monthly data. The variables, from top to bottom, represent: 1) market share calculated from import

values. 2) row reports unit value of import. 3) quantity imported to the U.S. in the unit that reports a larger number of

quantity. 4) value of trade in current USD. 5) quantity of recalled products in the same unit as import quantity in 2). 6)

ratio of recall to import quantity. 7) U.S. market share.
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Table 5: First Stage OLS Regression: ln(Ii,t − pjs,t) on unit freight cost

HS6 Products Coeff. S.E. F-stat

950300 Toys -0.00457 0.000131 1209.26

611020 Sweater, cotton -0.000986 0.00029 11.56

611030 Sweater, man-made fabri -0.00114 0.000361 9.92

850780 Battery -0.00578 0.00034 288.87

940520 Lamps -0.00485 0.000217 499.55

851631 Hair dryers -0.000466 0.00222 0.04

Note: This table reports the regression coefficients, standard errors, and F-statistics when

regressing log(expenditure-price) on unit costs.

Table 6: Logit Estimates of Demand, Toys only

ln(s)− ln(s0)

Reputation 22.42 5.662 18.41 5.569 5.568 6.221

(1.455) (0.534) (1.539) (0.537) (0.537) (0.565)

log(expenditure-price) 17.10 7.062 32.19 8.546 8.555 8.545

(0.885) (0.220) (1.556) (0.370) (0.370) (0.373)

Two way FE No Yes No Yes Yes Yes

IV: Unit Transportation Cost No No Yes Yes Yes Yes

IV: Exchange Rate No No Yes No Yes No

IV: Oil Price×Distance No No Yes No Yes No

Exclude China No No No No No Yes

Observations 4376 4376 4376 4376 4376 4297

F Statistic 363.0 1238.3 379.2 1218.9 1218.7 1146.2
Note: Standard errors in parentheses. Coefficients are estimated using the two-steps procedure in which

reputation is constructed using learning parameters estimated from one-step MPEC procedure. I then run

a logit demand regression taking constructed reputation as given. In the last column, 79 observations from

China are dropped.
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Table 7: Preference estimates across industries, non-durable goods

Products Coefficient Elasticity Obs

Reputation log(expenditure-price) Reputation Price

Toys 5.5688 8.547 2.396 -0.335 4376

(2.255) (0.663)

Sweater, 3.5666 83.743 0.899 -2.55 6099

man-made fabric (8.8703) (11.436)

Sweater, cotton -3.8106 109.96 -3.7978 -2.783 7006

(3.1886) (25.244)

Battery -2.2197 15.4548 -2.199 -0.678 2232

(1.7356) (1.927)

Lamps -1.4709 13.3738 -1.456 -0.915 3039

(1.3913) (1.1216)

Hair dryers -1.1643 61.3095 -0.13 -1.3509 950

(4.7026) (235.1176)

Notes: Bootstrap standard errors in parentheses. Bootstrap sample size is 1000.

Table 8: Top five most frequent hazards for different products

Toys hazard Percentage Sweaters hazard Percentage

Choking 52.57 Strangulation 53.98

Lead 19.32 Fire; fire-related burn 23.01

Electrocution/Electric Shock 6.72 Choking 20.35

Laceration 4.65 Entanglement 1.77

Fire; fire-related burn 3.06 Entrapment 0.88

Hair dryer hazard Percentage Lamps hazard Percentage

Fire; fire-related burn 43.69 Fire; fire-related burn 40.61

Electrocution/Electric Shock 35.44 Electrocution/Electric Shock 34.55

Burn - Not Fire-Related 16.99 Collapse 9.09

Choking 1.46 Laceration 6.67

Fall 1.46 Burn - Not Fire-Related 3.03

Source: the CPSC recall database.
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Table 9: Average impact of a recall event, per quarter

Products Value (millions) Market Share (%)

Toys -2.437 -2.15

Sweater, cotton -3.34 -16.47

Sweater, man-made fabric -2.943 -26.29

Battery -0.177 -1.43
Note: recall event is define as an incidence that affects 100% of the goods imported from

that exporter in the period. Average across exporters and across time. Quarterly discount

factor is 0.995. All values are normalized to 1982-1984 US dollars using CPI.

Figure 7.1: Correlation between quantity and recall incidences

Notes: Only countries with nonzero recall incidences are plotted, and only countries with more than

one incidence are labelled. Incidences are summed across products.
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Figure 7.2: Market share and recalls of toys from Hong Kong

Figure 7.3: Reputation changes under different β0 and δ0, Hong Kong toys

Notes: this graph illustrates how reputation changes with recalls, and how estimated reputation

changes when β0 and δ0 changes. Recall data from the CPSC recall data set. Learning

parameters for construction of recall data set are reported in table 1.
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Figure 7.4: Impact from a recall event for toys

Notes: This figure plots the distribution of impact of a recall event. The x-axis marks the time of occurrence

for the event, and the recall will affect 100% of products imported in the year. The event is transitory, but it

affects all periods following, since reputation in that period decreases. For each recall, its impact varies across

countries and across future periods. The tops and bottoms of each “box” are the 25th and 75th percentiles

of the recall impact, respectively. The dot in box marks median, and the line (whisker) marks full range of

observations. Hollow dot marks outliers. All values in 1982-84 dollars and discounted using quarterly discount

rate 0.998.
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Figure 7.5: Total compensating variation in 1982-84 dollars

Notes: this figure plots the welfare loss when µ = 0.6 instead of µ = 0.9. Welfare is measured

in 1982-84 dollars.

Figure 7.6: Simulated reputation changes, Hong Kong toys

Notes: comparison of reputation when µ is 0.9 and 0.6 respectively. Reputations are constructed

using simulated recalls. Products recalls are simulated using estimated reputation of each

country and observed quantity. “Reputation immediately after µ decreases” plots the reputations

constructed with µ = 0.6 and recalls simulated with µ = 0.9.
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Figure 7.7: Units of toys and convergence of reputation after µ decreases

Notes: this figure illustrates how reputation changes with trade volume. Product

recalls used to plot reputations are simulated using estimated reputation of each

country.
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Figure 7.8: Simulated market share differences between µ = 0.9 and µ = 0.6, toys

Notes: This figure plots the difference between market shares if µ decreases from 0.9 to 0.6 in the

first period, comparing the case of China and rest of the exporters (RoW). The United States is not

included in this plot.

Appendix A Data Appendix

The set of information provided by Consumer Product Safety Commission (CPSC) does

not perfectly overlap with the set of information used to describe a HTS category. Take an

example of a recall occurred on November 3, 2011:

Boy Scouts of America Recalls Cub Scout Wind Tech Jackets Due to

Strangulation Hazard

Description:

This recall includes the blue Cub Scout Wind Tech jacket sold in youth sizes. The

jackets are nylon with a polyester lining, long-sleeve, with a full zipper front and

a Cub Scout wolf head emblem embroidered on the upper left chest. SKU numbers

73291, 73292, and 73293 are printed on the hang-tag that is attached to the jacket

at retail.
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This report is categorized, according to HTS schedule 2011 (Commission 2011), under HS

code 620193–“Anoraks (including ski-jackets), wind-cheaters, wind-jackets and similar articles;

men’s or boys’, of man-made fibres”. The title specifies that it is a boy’s jacket, which pins

it down to the category of men and boys’ outwear (6201); and the information “nylon with

polyester lining” in the description allows me to further narrow it to the category “boy’s jacket

with man-made fibres” (620193). To further refine this particular category however, I will need

information on the composition which is not available in the recall data scraped. For example,

the eight digits HS code 62019325 is described as “......Containing 36 percent or more by weight

of wool or fine animal hair”.

In the previous example, from the description I can still gather enough information to

assign a six-digit HS code to the report. In some cases, the match is impossible without

further research on the products. Here’s an example from a recall report filed in 2005:

The candle holder is a Christmas decoration designed to hold a tealight candle.

The candle holder includes three figures (penguin, moose, snowman) dressed in red

and green sweaters, scarves and hats, roasting marshmallows on a stick over a small

fire. Model numbers 4-01-427, 231279-4 and UPC code 90000 08741 are printed

on the bottom of the candle holder.

In this case, as shown in table 10, candle holders of different materials belong to distinct HS2

industries. Thus it is impossible to assign the report into any category when the material of

the candle holder is not specified. Table 3 shows that among the 3872 reports that reported

a manufacturing country, 3217 are matched to six digits HS codes, 619 are matched to four

digits HS codes, and the rest are not categorized for the lack of relevant information and I

drop them out of the sample.

Table 10: Candle holder Materials and Corresponding HS8 codes, 2016 HTS

Material Corresponding HS8 code

Glass 70139900

Wood 44209090

Metal 83062990

Ceramic 69120090

Another challenge in data mapping is the change of Harmonized Tariff Schedule over time.

This problem cannot be ignored because HTS changed multiple times over the twenty-three

years the data covers and some categories that went through major changes–toys, for example–

made up a big proportion of the recalls occurred. I used 2002 HTS schedule as the main
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reference to construct a preliminary matching, then I used the harmonized system codes con-

cordance over time provided by Pierce and Schott (Pierce and Schott 2009) to identify cate-

gories and spots that have undergone changes. Pierce and Schott provided concordance from

1989-2004, and from 2004 onward, I adjust the matching by checking HTS schedule Archive

Commission (2012). This process is finished within a reasonable time because my data set

contains only 35 HS2 industries. Further more, I double checked matches in the top 5 indus-

tries in 1989-2004 using the HTS schedule on USITC website. Recall intensity is quite top

concentrated: among those industries, 12 out of 35 industries have less than ten reports, 14

have 10-100 reports and only 9 have over 100 reports. The top five industries with the most

recall reports consist of 74.8% of the recall reports, thus by checking the top industries, I made

sure that a majority of the reports are matched to a correct HS6 code.

It is not surprising that the sample contains only 35 industries. Consumer product safety

commission recalls a wide range of consumer products, but compared to the range of interme-

diate and final goods the United States imports, it is a much smaller set. Also, some recalls

are not issued by CPSC and will not show up in my data set. For example, food, cosmetics

and drugs recalls are under the administration of Food and Drug Administration. Automo-

biles, trucks, motorcycles and parts of them are recalled by National Highway Traffic Safety

AdministrationCommission (2016). I kept only industries that have at least one recall from

1989-2012 in the merged data: all other industries are excluded because they are out of the

administrative responsibility of CPSC or a recall is so rare it did not happen in the twenty

three years in my observations. The latter case is quite unlikely; and although by reading a

description of CPSC on range of products under their jurisdiction I can infer a set of industries

that might be relevant, this process may introduce unnecessary measurement error.

Appendix B Mathematical Appendix

B.1 Derive the Dynamic Reputation Update Equation

The reputation updating process follows the Bayes rule. When choose a Beta distribution

B(β0, δ0) as the initial prior for µ(1− θ), reputation updating follows:

ρ(r, θ) = ρ(r|θ)× ρ(θ)

The posterior density is:

ρ(θ|r) =
ρ(r|θ)× ρ(θ)

ρ(r)
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In the baseline model, when we choose a Beta distribution B(β, δ) as the prior distribution,

after one period of learning, the updated joint density ρ(r, θ) still follows a Beta distribution:

ρ(r, θ) ∝ γβ−1(1− γ)δ−1

and the distribution parameters update through: β = β + r and δ = δ + q − r.

The mean of a Beta distribution B(β, δ) is
β

β + δ
. Thus the expectation of γ after one

period of observation is updated as the following:

E[γ|r] =
β

β + δ

=
β + r

β + δ + q

=
r

β + δ + q
+

β + δ

β + δ + q
E[γ] (9)

And from the definition of γ, substitute in θ = 1 − γ

µ
, we can rewrite equation 9 as an

equation of E[θ|r] and E[θ]:

E[θ|r] = 1− E[γ|r]
µ

= 1− 1

µ

[
r

β + δ + q
+

β + δ

β + δ + q
[µ(1− E[θ])]

]
Given β0 and δ0 as the initial parameter values for the Beta distribution, in period t, the

updated distribution parameters are βt = β0 +
∑t−1

τ=1 rτ and δt = δ0 +
∑t−1

τ=1 qτ −
∑t−1

τ=1 rτ .

Thus the reputation evolves from period t to period t+ 1 following:

xt+1 = E(θ|rt)

=
βt + δt

βt + δt + qt
xt +

qtµ− rt
µ(βt + δt + qt)

B.2 Discussion: using truncated Beta as the prior distribution

In the last section, I show the reputation updating process derived when the prior distribu-

tion is a standard Beta distribution. An alternative assumption of prior distribution that fits

the model intuition better is a truncated Beta distribution that limits the support for γ to be

[0, µ]. Here, I discuss a truncated Beta instead of a µ-scaled Beta or generalized Beta because

the latter two are not conjugate priors of the Bernoulli trials, although they have cleaner func-

tional form for the first moment. I will show how a truncated Beta is also a conjugate prior

and how its mean is close to the mean of standard Beta when βt and δt are large.

53



Conjugacy

Suppose we choose a truncated prior

pB(γ|β, δ) ∝ γβ−1(1− γ)δ−11(0 ≤ γ < µ)

The likelihood function is

L(γ) ∝ γr(1− γ)q−r

Thus the posterior distribution is:

p(γ|y) ∝ γβ−1(1− γ)δ−11(0 ≤ γ < µ)γr(1− γ)q−r

∝ γβ−1+r(1− γ)δ−1+q−r1(0 ≤ γ < µ)

∝ γβ−1(1− γ)δ−11(0 ≤ γ < µ)

where β = β + r and δ = δ + q − r.

First moment

The p.d.f. corresponding to the truncated prior is:

f(β, δ) =
γβ−1(1− γ)δ−11(0 ≤ γ < µ)

B(β, δ)F (µ)

where F is the c.d.f. of the Beta distribution. F (µ) =

∫ µ

0

xβ−1(1− x)δ−1

B(β, δ)
dx. For notational

simplicity, write the numerator in the form of a incomplete Beta function

B(µ, β, δ) =

∫ µ

0
xβ−1(1− x)δ−1dx

. Thus F (µ) =
B(µ, β, δ)

B(β, δ)
The p.d.f. of the truncated Beta can be written as:

f(β, δ) =
γβ−1(1− γ)δ−11(0 ≤ γ < µ)

B(µ, β, δ)

The expectation of γ in each time period is thus:

E[γt] =

∫ µ

0

γ · γβt−1(1− γ)δ−1

B(µ, β, δ)
dγ

=

∫ µ
0 γβt(1− γ)δ−1

B(µ, β, δ)
dγ

=
B(µ, βt + 1, δt)

B(µ, βt, δt)
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Thus the mean of γt is a ratio of two incomplete Beta functions. For notational simplicity, let

us drop the time subscript in the following proofs. Variables and data are all product-country-

time specific.

β

β + δ
B(µ, β, δ)−B(µ, β + 1, δ)

=
1

β + δ

[∫ µ

0
βxβ−1(1− x)δ−1dx− (β + δ)

∫ µ

0
xβ(1− x)δ−1dx

]
=

1

β + δ

∫ µ

0
xβ−1(1− x)δ−1 [β − (β + δ)x] dx

=
1

β + δ

∫ µ

0
xβ−1(1− x)δ−1 [β(1− x)− δx] dx

=
1

β + δ

∫ µ

0

[
βxβ−1(1− x)δ − δxβ(1− x)δ−1

]
dx

=
1

β + δ

(
xβ(1− x)δ

∣∣∣∣µ
0

)
=

1

β + δ

[
µβ(1− µ)δ

]
(10)

Rearrange the results from equation 10 into ratio form:

β

β + δ
B(µ, β, δ)−B(µ, β + 1, δ) =

1

β + δ

[
µβ(1− µ)δ

]
=⇒ B(µ, β + 1, δ) =

1

β + δ

[
βB(µ, β, δ)− µβ(1− µ)δ

]
=⇒ B(µ, β + 1, δ)

B(µ, β, δ)
=

β

β + δ
− µβ(1− µ)δ

(β + δ)B(µ, β, δ)
(11)

The incomplete Beta function has the following property according to Daalhuis (2018):

B(µ, β, δ) =
µβ(1− µ)δ

β
F̃ (β + δ, 1;β + 1;µ)

=
µβ(1− µ)δ

β

( ∞∑
s=0

(β + δ)s · µs

(β + 1)s · s!

)

=
µβ(1− µ)δ

β

(
1 +

(β + δ)µ

β + 1
+

(β + δ)(β + δ − 1)µ2

(β + 1)(β)× 2!
+ ...

)
where F̃ is a hypergeometric function and (.)s is a Pochhammer symbol: a falling factorials.

Substitute the hypergeometric representation of the incomplete Beta function, we can write

the ratio in equation 11 as:

B(µ, β + 1, δ)

B(µ, β, δ)
=

β

β + δ

(
1− 1

F̃ (β + δ, 1;β + 1;µ)

)
When δ is much larger than β, F̃ is very large. Consider that in our case, δ is the history of

sales minus recall, and it is typically several times larger than β. Moreover, the starting value

55



of δ ranges from about 2.8 million to 404 million across industries and δjs,t grows larger in

every period. We can safely say that F̃ will be negligibly small in any period of time, and the

mean of standard Beta is a good proxy for the mean in truncated Beta distribution:

Et[γ] =
B(µ, βt + 1, δt)

B(µ, βt, δt)
≈ βt
βt + δt

.

The intuition of this approximation is that when δ is much larger than β, the Beta distribution

is right-skewed with a thin right tail. When δ is large, the tail is very thin, and truncating on

the right and a small upward shift of p.d.f. will have close to no impact on the expectation.

Once we establish that truncated Beta is conjugate and its mean can be approximated with

the standard Beta mean, the reputation updating process will just follow the derivation in

section B.1.

B.3

E[uijs,t] = E [E[uijs,t|x]]

= E [x(log(Ii,t − pjs,t) + αj + ηk,t + ψjs, + εijs,t) + (1− x)(log(Ii,t − pjs,t) + ηk,t + ψjs,t + εijs,t)]

= E [log(Ii,t − pjs,t) + αjx+ ηk,t + ψjs,t + εijs,t]

= log(Ii,t − pjs,t) + αj E [x] + ηk,t + ψjs,t + εijs,t

= log(Ii,t − pjs,t) + αj

∫
[0,1]

xρjs,t(x)dx+ ηk,t + ψjs,t + εijs,t

= log(Ii,t − pjs,t) + αjxjs,t + ηk,t + ψjs,t + εijs,t

B.4 Market share prediction

Given that the idiosyncratic shock εijs,t follows Type I extreme value distribution, the

standard discrete choice model predicts that the probability of consumer i choosing to buy

from country k is:

Pr(E[uijs,t] > E[uijs′,t]|pjs,t, xjs,t, ηk,t, ξjs,t)

= Pr
(
f(pjs,t, xjs,t, ηk,t, ψjs,t; Iij,t) + εijs,t > f(pjs′,t, xjs′,t, ηk′,t, ψjs′,t; Iij,t) + εijs′,t

)
= Pr(εijs,t − εijs′,t > f(pjs′,t, xjs′,t, ηk′,t, ψjs′,t; Iij,t)− f(pjs,t, xjs,t, ηk,t, ψjs,t; Iij,t))

where f(pjs,t, xjs,t, ηk,t, ψjs,t; Ii,t) = log(Ii,t − pjs,t) + αjxjs,t + ηk,t + ξjs,t is the mean utility.

Consumers are heterogeneous in term of expenditure on good j, and will only purchase one

unit of good from country k if and only if E[uijs,t] > E[uijs′,t] for all k′ 6= k.
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B.5

Proof.
E[ξjs,t|pjs,t, xjs,t, zjs,t]

= E[ηk,t + ψjs,t|pjs,t, xjs,t, zjs,t]

= E[ηk,t|pjs,t, xjs,t, zjs,t] + E[ψjs,t|pjs,t, xjs,t, zjs,t]
By the law of iterative expectation:

E[ψjs,t|pjs,t, xjs,t, zjs,t]

= E [E[ψjs,t|pjs,t, xjs,t, zjs,t, ηk,t]]

= E[0] = 0 (12)

And by the orthogonality between the instrument zjs,t and ηk,t,

E [ηk,t|pjs,t, xjs,t, zjs,t] = 0 (13)

Combine equation 12 and 13, we have

E[ξjs,t|pjs,t, xjs,t, zjs,t] = 0

B.6 Proof of Theorem 1

The following assumption is necessary for this proof. Intuition of this assumption is de-

scribed in the main text and this is a formal layout.

Assumption 1 (Boundedness). The parameters µ, β0, δ0 and realization of import flow

{qjs,t}Tt=1 and recalls {rjs,t}Tt=1 satisfy the following:

1. µ ∈ [µ, 1], for some µ > 0. That is, the probability of recall given a bad product is bounded

below by a positive number;

2. β0 > β0 > 0 and δ0 > δ0 > 0 for some β0, δ0;

3. The quantity of import for each exporter and each product qjs,t is nonnegative and bounded

above by q̄js;

4. The units of products recalled rjs,t do not exceed the units imported into the market in

this period. Thus rjs,t is nonnegative and bounded above by q̄js.
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Assumption 1 places almost no restrictions on the values of parameters in addition to those

implied by the model. Assumption 1-1 and 1-2 require that the parameters β0 and δ0 cannot

take value zero. Lower bounds for the nonnegative parameters µ, β0, δ0 can be small, and

its value will not affect my results. Assumption 1-3 and 1-4 specify that the data must be

bounded above. Given that import flow depends on the exporters’ production constraints and

the importing country’s wealth, there is no reason to believe that the volume of trade can be

unlimited.

Assumption 2. Let Hjst be the history when forming expectation for θjs in period t. Hjst =

{(qjs,t−1, rjs,t−1), ..., (qjs,0, rjs,0)}. The expectation for the quantity of product s from country

j in the next period satisfies:

E [qjs,t+1|θjs, µ,Hjst] = q̃js

That is, the expectation of import in period t + 1 is time-invariant condition on history

Hjst, fraction of safe products θjs and probability of recall for unsafe products µ. Consumers

do not learn about the size of market from history.

Assumption 2 is weaker than it seems. It states that consumers cannot predict the units of

import in the following period from history; but it allows consumers to hold a belief that, say,

China will in expectation sell more in next period than Cambodia. Consumers do not learn

about the level of sales over time. There might be concerns that an exporter with superior

production technology can produce both more reliable products (θjs large) and at cheaper

price. Those exporters will sell more, but this does not violate assumption 2 as long as the

expectation of that advantage does not change over time. With assumption 1 and 2, we can

proceed to prove that learning is effective.

Proof. Let Ht be the history defined as Ht be the history when forming expectation for θ in

period t. Ht = {(qt−1, rt−1), ..., (q0, r0)}. The definition for xt

xt = E [θ | Ht]

In this proof I drop all product and exporter subscript for cleanness of notation.

First, I will show that xt is a martingale under assumption 1 and 2.

Conditional Expectation

Recall that γ = µ(1 − θ), thus given θ, if the sequence of conditional expectations of γ is

a martingale, then the sequence of conditional expectations of µ is also a martingale. Define

Γt = E[γ | Ht] for simplicity. As shown in the proof in appendix B.1, the expectation of γ

follows:
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E[Γt+1 | Ht] = E
[

βt + δt
βt + δt + qt

Γt +
rt

βt + δt + qt
| Ht

]
= E

[
Γt −

qtΓt
βt + δt + qt

+
rt

βt + δt + qt
| Ht

]
= Γt + E

[
qtΓt − rt

µ(βt + δt + qt)
| Ht

]
= Γt + E

[
E
[
qtΓt − rt
βt + δt + qt

| Ht, qt
]
| Ht

]
= Γt + E

[
1

βt + δt + qt
E [qtΓt − rt | Ht, qt] | Ht

]
= Γt + E

[
1

βt + δt + qt
(qtΓt − E [rt | Ht, qt]) | Ht

]
= Γt + E

[
qt

βt + δt + qt
(Γt − γ) | Ht

]
= Γt + Γt E

[
qt

βt + δt + qt
| Ht

]
− E

[
qtγ

βt + δt + qt
| Ht

]
= Γt + (Γt − E [γ | Ht])︸ ︷︷ ︸

=0

E
[

qt
βt + δt + qt

| Ht
]

= Γt (14)

We can easily generalized the result in equation 14 to the case of E[Γt+1 | Hs], s < t.

Note that H0 ⊂ H1 ⊂ ... ⊂ Ht−1 ⊂ Ht.

E[Γt+1 | Hs] = E [(Γt+1 − Γt) + (Γt − Γt−1) + ...+ (Γs+1 − Γs) + Γs | Hs]

= Γs + E

E [Γt+1 − Γt | Ht]︸ ︷︷ ︸
=0

+E [Γt − Γt−1 | Ht−1]︸ ︷︷ ︸
=0

+...+ Γs+1 − Γs | Hs


= Γs + E [Γs+1 − Γs | Hs]

= Γs ∀s < t (15)

Since γ = µ(1− θ),

E[Γt+1 | Hs] = Γs ∀s < t⇔ E[µ(1− xt+1) | Hs] = µ(1− xs) ∀s < t

⇔ E[xt+1 | Hs] = xs ∀s < t (16)

Bounded

Next, I’d show that xt is bounded given assumption 1: µ > µ > 0.

The definition of the updating process guaranteed that xt is bounded above. We can show
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this by way of induction. In the initial period, given µ > 0, β0 > 0, δ0 > 0,

x1 = 1− β0

µ(β0 + δ0)
< 1

For any period t, if xt < 1, we have:

xt+1 =
βt + δt

βt + δt + qt
xt +

µqt − rt
µ(βt + δt + qt)

=
(βt + δt)xt + qt − rt/µ

βt + δt + qt

<
(βt + δt)xt + qt
βt + δt + qt

<
βt + δt + qt
βt + δt + qt

= 1

Thus xt is bounded above by 1.

Given the positive lower bound for µ, β0, δ0 and upper bound for q̄, we have:

xt+1 =
βt + δt

βt + δt + qt
xt +

µqt − rt
µ(βt + δt + qt)

> − rt
µ(βt + δt + qt)

> − rt
µ(βt + δt + qt)

= − rt

µ(β0 + δ0 +
∑τ=t

τ=1 qτ )

> − q̄

µ(β0 + δ0)

Thus xt is bounded below by − q̄

µ(β0 + δ0)
.

Boundedness implies that E [| xt |] < ∞, thus by Definition 24.1 in Jacod and Protter

(2004), {xt}Tt=1 is a martingale. In addition, since xt is bounded, we can conclude that it is

also a uniformly integrable collection of random variables (see Definition 27.1 in Jacod and

Protter (2004)).

Now we have established that {xt}Tt=1 is a martingale and a uniformly integrable collection

of random variables, then we can apply the martingale convergence theorem (see Theorem 27.3

in Jacod and Protter (2004)) and conclude that

lim
t→∞

xt = x∞ exists a.s.

Thus far, we have proved that {xt}Tt=1 converges and its limit exists almost surely. Next, I will

show that the limit is indeed θ, the true fraction of bad products consumers are looking for.
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Limit

Again, it may be easier to look at the limit of Γt first. Note that the existence of Γ∞ can

be proved using martingale convergence theorem as well, since we have shown that Γt is a

martingale and Γt is bounded by 0 and 1.

Recall by definition:
ΓT = E[γ | HT ]

=
β0 +

∑T
t=1 rt

β0 + δ0 +
∑T

t=1 qt

Denote T · q̄T =
∑T

t=1 qt and T · r̄T =
∑T

t=1 rt, where and are the sample mean of total sales

and recalls with T periods respectively. We can then rewrite ΓT as:

ΓT =
β0 + T · r̄T

β0 + δ0 + T · q̄T

=
r̄T

1
T (β0 + δ0) + q̄T

+
β0

β0 + δ0 + T q̄T

When T→∞, and given the sample mean q̄T does not approach 0, we have

ΓT =
r̄T
q̄T

Suppose Γ∞ = µ(1− θ) + ε, where ε 6= 0. Then:

lim
T→∞

1

T

T∑
t=1

rt = [µ(1− θ) + ε] lim
T→∞

1

T

T∑
t=1

qt

Consider the case where q1 = q2 = ... = qT = q. In this case, in every period t, rt is a sequence

of i.i.d. draws from the Binomial distribution B(q, µ(1−θ)). However, when Γ∞ = µ(1−θ)+ε,

we will have:

lim
T→∞

1

T

T∑
t=1

rt
q

= µ(1− θ) + ε (17)

Recall that E[rt] = µ(1 − θ)qt ∀qt, equation 17 contradicts the Central Limit Theorem. By

way of contradiction, we can conclude that

Γ∞ = µ(1− θ)

From equation 16, we have

Γ∞ = µ(1− x∞)

Thus we can conclude:

x∞ = θ
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